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1. Lecture 1. Jan 7th. Scribe Katie

1.1. Metric Spaces: Definitions, Examples, and Invariants.

Definition 1.1 (metric space). A metric space is a pair pX, dXq where X is a set and
dX : X ˆX Ñ R` such that

(1) dXpx, x
1q “ dXpx

1, xq @ x, x1 P X.

(2) dXpx, x
1q ě 0, with dXpx, x

1q “ 0 ðñ x “ x1.

(3) dXpx, x
1q ` dXpx

1, x2q ě dXpx, x
2q @ x, x1, x2 P X. (triangle inequality, denoted ∆1 in

this lecture)

Example 1.2. Examples of Metric Spaces:

(1) pR, |¨|q, pRn, ‖¨‖q

(2) ultrametric spaces (UMS)

(3) tree metric spaces (TMS)

Definition 1.3 (ultrametric space). pX, uXqmetric is called ultrametric if it satisfies a strong
triangle inequality (denoted by ∆8 in this lecture):

maxpuXpx, x
1
q, uXpx

1, x2qq ě uXpx, x
2
q for all x, x1, x2 P X.

Exercise 1.4. ∆8 ùñ ∆1.

Definition 1.5 (tree metric space). Finite metric space pX, dXq is a tree metric space ðñ

it satisfies the 4-point condition:

maxpdXpx1, x2q ` dXpx3, x4q, dXpx2, x3q ` dXpx1, x4qq ě dXpx1, x3q ` dXpx2, x4q.

Exercise 1.6. Finite pX, uXq is a UMS ùñ it is a TMS.

Intuition: TMS are “simple” in the sense that there is a “TREE” underneath ùñ can draw
them.

Goal: Measure failure to be a UMS/TMS.

Relaxation of being ultrametric Ñ ultrametricity.

Definition 1.7 (ultrametricity). Let pX, dXq be any metric space. Define the ultrametricity
of X to be ultpXq “ inftδ ą 0|@x, x1, x2 P X, δ `maxpdXpx, x

1q, dXpx
1, x2qq ě dXpx, x

2qu.

Question: Suppose that metric space pX, dXq has ultpXq “ δ ă 8. Does there exist an
ultrametric uX on X “close to dX”?

Theorem 1.8 (Gromov, 1980s). Given pX, dXq finite m.s. with ultpXq “ δ, there exists uX
ultrametric on X such that ‖dX ´ uX‖8 ă c ¨ δ ¨ logp|X|q for some constant c.

Definition 1.9 (single linkage map). Define the single linkage map H from a finite metric
space to a finite ultrametric space as follows:
For a finite metric space pX, dXq, write HpX, dXq “ pX, uXq,
where uXpx, x

1q “ mintmax
i

dXpxi, xi`1q, all x0

“

x

, x1, ..., xn

“

x1

u for x, x1 P X.
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Claim 1.10. uX is a legit ultrametric on X.

Proof of Claim: Need to prove that for every x, x1, x2 P X,

maxpuXpx, x
1q, uXpx

1, x2qq ě uXpx, x
2q. Take sequences

x0

“

x

, x1, ..., xn

“

x1

& max
i

dXpxi, xi`1q “ uXpx, x
1q, x̄0

“

x1

, x̄1, ..., x̄m

“

x2

& max
i

dXpx̄i, x̄i`1q “ uXpx
1, x2q.

Let z0

“

x

, z1, ..., zN

“

x2

be the concatenation of both sequences. Then max
j

dXpzj, zj`1q ě uXpx, x
2q

by the definition of uXpx, x
2q.

By construction, max
j

dXpzj, zj`1q ď maxpuXpx, x
1q, uXpx

1, x2qq, which proves the claim.

u˚X ď dX .

Proposition 1.11. u˚X is the maximal sub-dominant ultrametric on pX, dXq.

Let UďpXq “ tuX u.m. on X such that uX ď dXu.

Then u˚Xpx, x
1q “ suptuXpx, x

1q, uX P UpXqu, where UpXq denotes the collection of ultra-
metrics on X.

Exercise 1.12. Prove the previous proposition.

Idea of Proof of Gromov’s Result. Consider uX “ u˚X . Since u˚X ď dX , we want to prove
that dX ď c ¨ logp|X|q ¨ ultpXq ` uX .
Proof is by induction. For any points x, x1, x2 P X,

δ `maxpuXpx, x
1
q, uXpx

1, x2qq ě uXpx, x
2
q, p˚q

where δ “ ultpXq.
Claim is true when |X| “ 3. For |X| “ 5, consider points x1

“

x

, x2, x3, x4, x5

“

x1

. Want to find an

upper bound for dXpx, x
1q ´ uXpx, x

1q.

By (*),

maxpdXpx1, x2q, dXpx2, x3qq ` δ ě dXpx1, x3q,

maxpdXpx3, x4q, dXpx4, x5qq ` δ ě dXpx3, x5q.

Thus, max
i
pdXpxi, xi`1qq ` δ ě maxpdXpx1, x3q, dXpx3, x5qq ě dXpx1, x5q ´ δ.

Therefore, 2δ` u˚Xpx, x
1q ě dXpx, x

1q. Can do this argument more generally to complete the
proof. �

Consider the map H : MpXq Ñ UpXq, where X is a finite set,
MpXq “ td : X ˆX Ñ R` such that d is a metric on Xu, and
UpXq “ tu : X ˆX Ñ R` such that u is an ultrametric on Xu.
Then U ĎM.



4 LECTURERS: MATTHEW KAHLE AND FACUNDO MÉMOLI

Theorem 1.13. (Stability) MpXq Ñ UpXq is 1-Lipschitz under ‖¨‖8 ùñ for every
d, d1 PMpXq with d ÞÑ u and d1 ÞÑ u1, ‖d´ d1‖8 ě ‖u´ u1‖8.

Proof: Exercise.

Relaxation of being tree metric Ñ hyperbolicity.

Definition 1.14 (hyperbolicity). Let pX, dXq be a compact metric space. Define the hyper-
bolocity as follows:
hyppXq “ inftδ ą 0|@ x1, x2, x3, x4, δ`maxpdXpx1, x2q`dXpx3, x4q, dXpx1, x3q`dXpx2, x4qq ě

dXpx1, x4q ` dXpx2, x3qu.

Theorem 1.15 (Gromov). For any finite metric space pX, dXq, there exists a tree metric
tX on X such that ‖dX ´ tX‖8 ď c ¨ logp|X|q ¨ hyppXq for some constant c.

Proof: See Gromov’s “Hyperbolic Groups” in book.

Metric Invariants:

Definition 1.16 (diameter, separation maps).

Diameter map: X ÞÑ diampXq :“ max
x,x1PX

dXpx, x
1q.

Separation map: X ÞÑ seppXq :“ inf
x‰x1

dXpx, x
1q.

Definition 1.17 (distance preserving, isometry).

(1). A map f : pX, dXq Ñ pY, dY q is called distance preserving iff for all x, x1 P X, dXpx, x
1q “

dY pfpxq, fpx
1qq. Any such map is often called an isometric embedding.

(2). f is an isometry between X and Y iff f is distance preserving and surjective.

(1). f : X Ñ Y distance preserving ùñ f must be injective. Otherwise, there exists x, x1 P
X, x ‰ x1, such that fpxq “ fpx1q. But, this implies that 0 ă dXpx, x

1q “ dY pfpxq, fpx
1qq “

0, a contradiction.
(2). By (1), an isometry f : X Ñ Y is actually bijective. We say that X – Y .
(3). A map ι : MÑ R is invariant if and only if for every pX, dXq, pY, dY q PM with X – Y ,
ιpXq “ ιpY q.

Quantum Mechanics Question: Can you identify a family tια : MÑ RuαPA of invariants
such that if ιαpXq “ ιαpY q for every α P A, then X – Y ?

Yes, but not directly for R; look at target space Tα that depends on α. Let A “ N, α “ n P N,
and Tn “ powpRnˆn

` q, the collection of nˆ n square matrices. The map ιn : MÑ Tn where
pX, dXq ÞÑ ιnpXq is “the collection of all” nˆ n distance matrices induced by X.

Definition 1.18. Given n P N, pX, dXq, define the map Ψ
pnq
X : X ˆ ...ˆX

l jh n

n times

Ñ Rnˆn
` by

px1, ..., xnq ÞÑ
`

pdXpxi, xjq
˘n

i,j“1
.
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Example 1.19. When n “ 1, Ψ
p1q
X px1q “

`

p0q
˘

.

When n “ 2, Ψ
p2q
X px1, x2q “

ˆ

0 dXpx1, x2q

dXpx1, x2q 0

˙

.

When n “ 3, Ψ
p3q
X px1, x2, x3q “

»

–

0 dXpx1, x2q dXpx1, x3q

dXpx1, x2q 0 dXpx2, x3q

dXpx1, x3q dpx2, x3q 0

fi

fl.

Definition 1.20 (Curvature Sets). κnpXq “ impΨ
pnq
X q

Example 1.21. κ1pXq “ tp0qu.

κ2pXq “

#

ˆ

0 δ
δ 0

˙

, δ “ dXpx, x
1q, for x, x1 P X

+

.

Theorem 1.22 (Gromov’s Metric Space Reconstruction Theorem). Let X, Y, P M. If
κnpXq “ κnpY q for every n P N, then X – Y .

Exercise 1.23. Prove Gromov’s Metric Space Reconstruction Theorem.

Example 1.24. Let X “ S1 with angular metric.

κ1pXq “ tp0qu.

κ2pXq “

#

ˆ

0 δ
δ 0

˙

, δ P r0, πs

+

.

For κ3pXq, think of the possible configurations of 3 points, x1, x2, x3 on S1. Let α, β, γ
represent the angular distances between x1 and x2, x2 and x3, and x1 and x3, respectively.
There are two cases:

Case 1: All three points lie on the same side of the origin, as illustrated in Figure 1 below.

Then α` β “ γ. We can permute the three points to get α` γ “ β and γ ` β “ α as well.

Case 2: Points x1, x2, x3 do not all lie on the same side of the origin, as illustrated in Figure
2 below.

Then α ` β ` γ “ 2π.

Figure 1: Figure 2:
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x3

x1

x2

γ

β

α

x1

x2

x3

α

β

γ

Thus, any matrix M P κ3pS
1q is of the form

»

–

0 α β
0 γ

0

fi

flÑ R3.

κ3pS
1q is the tetrahedron with vertices p0, 0, 0q, pπ, 0, πq, pπ, π, 0q, p0, π, πq. κ3pS

1q – S2.

Research Question: Compute κnpS
1q for every n.

2. Lecture 2. Date Jan 10th. Scribe Austin

Definition 2.1. pX, dXq metric space, ε ě 0.

(1) An ε-net for X is any subset N Ď X such that
Ť

xPN

Bεpxq “ X.

(2) An ε-separated set in X is any S Ď X such that dXps, s
1q ě ε for all s ­“ s1 P S.

A metric space pX, dXq is totally bounded iff for all ε ą 0, it has a finite ε-net.

Exercise 2.2. Prove that

(1) if there exists ε
3
-net for X with cardinality n, then any ε-separated set in X has

cardinality at most n

(2) A maximal ε-separated set in X is also an ε-net for X

2.1. Quantification of Totally Boundedness.

Definition 2.3. The covering function of a metric space pX, dXq is given by

covX : R` Ñ N
ε ÞÑ covXpεq

where covXpεq :“ inftn P N : Dε-nets of X with at most n elementsu.
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Definition 2.4. the packing function of X is given by

packX : R` Ñ N
ε ÞÑ packXpεq

where packXpεq :“ supt|S| : S Ď X is ε-separated u.

These functions are invariant under isometries.

Recall:

Theorem 2.5. pX, dXq m.s. is compact iff X is complete and totally bounded.

Exercise 2.6. X compact implies both packX and covX are finite.

Recall:

‚ Notation: M is the collection of all metric spaces

‚ isometric embeddings (ϕ : X Ñ Y is an isometric embedding iff dXpx, x
1q “ dY pϕpxq, ϕpx

1qq

for all x, x1 P X) and isometries (surjective isometric embedding)

Proposition 2.7. If f : X Ñ X distance preserving, and X is compact, then f is surjective
(and therefore an isometry).

Proof. Assume p P XzfpXq. f continuous implies fpXq is compact, therefore closed. Thus
there exists ε ą 0 so that Bεppq X fpXq “ H. Take S Ď X maximally ε-separated. Let
n “ |S| (exists by exercise, as X is compact and hence packing number is finite). Then fpSq
is also ε-separated because f is distance-preserving. Let s P S. Then

dXpp, fpsqq ě min
xPX

dXpp, fpxqq ě ε

So tpu Y fpSq is also ε-separated, and has cardinality n` 1 contradicting maximality of S.

Hence f is surjective. �

Definition 2.8. ‚ f : X Ñ Y is non-expanding iff dXpx, x
1q ě dY pfpxq, fpx

1qq for all
x, x1 P X

‚ f : X Ñ Y is non-contracting iff dXpx, x
1q ď dY pfpxq, fpx

1qq for all x, x1 P X

Theorem 2.9. X compact metric space.

(1) if f : X Ñ X is non-expanding and surjective, then f is distance-preserving (hence
isometry)

(2) if f : X Ñ X is non-contracting, then f is distance-preserving

Proof. Exercise or see BBI. �

2.2. Enlarging or Extending Metric Spaces.
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Enlarging metric spaces.

Example 2.10. Hausdorff ”functor”: take pX, dXq compact metric space, and consider
CpXq “ tA Ď X : A closedu. The Hausdorff distance associated to X is the function

dXH : CpXq ˆ CpXq Ñ R`
pA,Bq ÞÑ inftε ą 0 : A Ď Bε and B Ď Aεu

where

Aε :“ tx P X : Da P A with dXpa, xq ď εu

Denote HpX, dXq “ pCpXq, d
X
Hq.

Theorem 2.11. pCpXq, dXHq is a metric space. Furthermore, if X is compact then so is
pCpXq, dXHq (variation of Prokhorov theorem).

Finally, the function

jX : X Ñ CpXq

x ÞÑ txu

is an isometric embedding.

Example 2.12. Kuratowski embedding: KpXq :“ pL8pXq, ‖¨‖
8
q where L8pXq is the space

of bounded functions f : X Ñ R.

Definition 2.13. The Kuratowski embedding is given by

kX : X Ñ L8pXq

x ÞÑ dXpx, ¨q

Proposition 2.14. kX : X Ñ L8pXq is distance-preserving.

Proof. We have:

distpkXpxq, kXpx
1
qq “ ‖kXpxq ´ kXpx1q‖8 “ ‖dXpx, ¨q, dXpx1, ¨q‖ “ sup

pPX
|dXpx, pq ´ dXpx

1, pq|

By the triangle inequality for dX ,

dXpx, x
1
q ` dXpx

1, pq ě dXpx, pq ñ dXpx, x
1
q ě dXpx, pq ´ dXpx

1, pq

Swapping x, x1 implies

dXpx, x
1
q ě |dXpx, pq ´ dXpx

1, pq|

Hence the above supremum is bounded by dXpx, x
1q; as the bound is attained by p “ x or

p “ x1, it follows that distpkXpxq, kXpx
1qq “ dXpx, x

1q as desired. �

Definition 2.15. Filling radius of pM, gMq an orientable Riemannian manifold of dimension
n. Observe that kXpMq Ď L8pMq, so we can consider the thickening pkXpMqq

ε Ď L8pMq.

Consider `ε : kXpMq Ñ pkXpMqq
ε. This induces a map on homology: p`εq# : HnpMq Ñ

HnpM
εq. Then

FillRadpMq :“ inftε ą 0 : `εprM sq “ 0.u

The FillRad was defined by Gromov in the study of systolic inequalities.
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Extensions of metric spaces. In what follows, let pX, dXq PM be compact.

(1) How does one add a point to X?

(2) How much freedom is there in that process?

Given a distance matrix on X “ tx1, . . . , xnu:

dX “

x1 x2 . . . xn
¨

˚

˚

˝

˛

‹

‹

‚

x1 0 d12 . . . d1n

x2 d12 0
. . .

...
...

...
. . . . . .

...
xn d1n . . . . . . 0

We wish to add a new point x˚, and consider possible distance matrices on X˚ “ X Y tx˚u:

dX˚ “

x1 x2 . . . xn x˚
¨

˚

˚

˚

˚

˝

˛

‹

‹

‹

‹

‚

x1 0 d12 . . . d1n ¨

x2 d12 0
. . .

... ¨
...

...
. . . . . .

... f
xn d1n . . . . . . 0 ¨

x˚ ¨ ¨ f ¨ ¨

How to choose f such that dX˚ is a legitimate metric on X˚? (only interesting restriction is
triangle inequality). This leads to Katetov-functions on X:

∆1pXq “ tf : X Ñ R` : fpxq ` fpx1q ě dXpx, x
1
q ě |fpxq ´ fpx1q|u

Proposition 2.16. dX˚ satisfies the triangle inequality iff f P ∆1pXq.

Proof. Exercise. (Write out triangle inequality for dX˚ for p, x, x1, with x, x1 P X. �

2.3. Universal Metric Spaces. For now we know how to create various ’thickenings’ T pXq
of a given metric space X. SO, T pXq depends on X. Can we construct a metric space that
fits all metric spaces at once?

Definition 2.17. A metric space pU, dUq is Urysohn Universal if

(1) It is separable and complete (Polish)

(2) For any finite subset X Ă U , the following holds:

‚ Make X into a metric space by restricting dU , i.e., pX, dU |XˆX “ dXq.

‚ Consider any one point extension (in the sense of Katetov) of pX, dXq, call it
pX˚, dX˚q.

‚ Then there exists u˚ P U so that dUpu
˚, xq “ fpxq “ dX˚px

˚, xq for all x P X.

Theorem 2.18. (Pavel Urysohn, 1920s) There exists at least one Urysohn universal space,
U . Furthermore, any two Urysohn universal spaces are isometric.
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Proposition 2.19. Any Polish space admits an isometric embedding into U .

Proof. Likely presentations. �

Theorem 2.20. (Vershik, 2004) pXnq converges to an Urysohn Universal metric space.

[This will be one of the topics for presentation as well.]

3. Lecture 3. Jan 14th. Scribe Jimin

Recall that given X, Y P M, an isometry between X and Y is any map φ : X Ñ Y such
that φ is distance preserving and surjective.

φ being distance preserving means dXpx, x
1q “ dY pφpxq, φpx

1qq for all x, x1 P X.

Question: How do we relax this?

Definition 3.1 (Distortion). For any isometry φ : X Ñ Y , the distortion of φ is defined by

dispφq :“ supx,x1PX |dXpx, x
1
q ´ dY pφpxq, φpx

1
qq|

.

An idea is to let φpXq be an ε-net for Y .

φpXq “ Y

Definition 3.2. Given ε ą 0, we say that X is ε-equivalent to Y , denoted by X –ε Y , if
there exists φ : X Ñ Y such that dispφq ă ε and φpXq is an ε net for Y .

Now we consider the following definition.

Definition 3.3. d̂pX, Y q :“ inftε|X –ε Y u

Exercise 3.4. Try to see that d̂ does not satisfy the triangle inequality and also fails the
symmetry.

Let’s go back to the definition of an isometry. We define an isomery to be a map that
is distance preserving and surjective. A map being distance preserving implies that it is
injective. So we have a bijection.

Let’s try to relax ”there exists a bijection φ : X Ñ Y preserving distance exactly”. If there
exists a bijection φ : X Ñ Y then there exists φ´1 : Y Ñ X so that φ ˝ φ´1 & φ´1 ˝ φ are
identity maps. How we make it preserve the distance exactly is what introduces the notion
of distortion.

”Relaxation” is to find φ : X Ñ Y & ψ : Y Ñ X such that φ ˝ψ & ψ ˝ φ are ε - close to the
identity respectively.

Definition 3.5. Given X, Y PM, φ : X Ñ Y , and ψ : Y Ñ X,

codispφ, ψq :“ sup
xPX
yPY

|dXpx, ψpyqq ´ dY pφpxq, yq|.
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Remark 3.6. Assume that codispφ, ψq ă ε. Then

dXpx, ψpyqq ă ε for all x P X

dY pφpxq, yq ă ε for all y P Y

Proof. The assumption means that for all x in X and y in Y , the following holds.

|dXpx, ψpyqq ´ dY pφpxq, yq| ă ε.

Take y “ φpxq. Then we have |dXpx, ψpyqq| ă ε. �

Definition 3.7 (Gromov-Hausdorff distance on M).

distpX, Y q “
1

2
inf
φ,ψ

maxtdispφq, dispψq, codispφ, ψq for X, Y PMu

Question: Is this finite? Do we get finite number?

Take any point x0 P X, and y0 P Y . Suppose we have

φ maps everything ÞÑ y0,

ψ maps everything ÞÑ x0.

Then

dispφq ď diampXq,

dispψq ď diampY q,

codispφ, ψq ď diampXq ` diampY q.

Thus,

distpX, Y q ď
1

2
pdiampXq ` diampY qq.

Exercise 3.8. Prove that distpX, Y q ď 1
2

maxpdiampXq, diampY qq.

Comments: This is not the original definition given by Gromov in the 1980’s. This is
actually given by Kalton-Ostrovskii in 2000’s.

Definition 3.9 (The original definition). Given X, Y Ă M, assume there exists pZ, dZq a
sufficiently large/rich space such that X is isometrically embedded into Z by ιX and Y is
isometrically embedded into Z by ιY .

X
iso
ãÝÑ
ιX

Z

Y
iso
ãÝÑ
ιY

Z

Consider

inftdZHpιxpXq, ιY pY qq, all pZ, ιX , ιY qu “: distpX, Y q

Remark 3.10. The two definitions agree.

Remark 3.11. Using Gromov’s definition, we can prove Exercise 5.8.
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Consider Z “ X > Y .
X Y

ˆ ˙

X dX ˚

Y ˚ dY
“ dZ

Choose dpX,Y q “
1
2

maxpdiampXq, diampY qq. Then it’s clear that X Ă Y ε for all ε. The real
question is whether dZ satisfies the triangle inequality on X > Y .

Need to prove: dZpx, x
1q ď dZpx, yq ` dZpy

1, x1q “ maxpdiampXq, diampY qq for all x, x1 P X.

Exercise 3.12. Prove the triangle inequality for dist using dis and codis definitions.

Some interpretation of Gromov’s definition of dGH

Definition 3.13 (3rd definition). Given sets X and Y in M a correspondence between them
is any subset R Ă X ˆ Y such that

πxpRq “ X and πY pRq “ Y.

If X and Y are in compact metric spaces, then the distortion of a correspondence R between
X and Y is defined by

dispRq :“ sup
px,yq,px1,y1qPR

|dXpx, x1q ´ dY py, y1q|.

ñ dGHpX, Y q “
1
2

infR dispRq.

Exercise 3.14.
1) Suppose that you have φ : X Ñ Y and ψY Ñ X. Induce

Rpφ, ψq “ tpx, φpxqq : x P Xu Y tpψpyq, yq : y P Y u (1)

Ă X ˆ Y. (2)

Claim: Rpφ, ψq is a correspondence between X and Y .

2) dispRpφ, ψqq “ maxtdispφq, dispψq, codispφ, ψqu.

Theorem 3.15 (Kalton-Ostrovskii, 2000s). All three definitions agree.

Theorem 3.16 (Gromov, 1980s). dGH : M ˆM Ñ R` satisfies

(1) symmetry

(2) triangle inequality

(3) dGHpX, Y q “ 0 iff X –iso Y for X, Y PM.

pM{ –, dGHq is a metric space .

Theorem 3.17 (P.Petersen, 2000s). dGH is a complete metric on M{ –.

Theorem 3.18 (Ivanov, 2015). dGH is a geodesic metric.
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This means that for X, Y PM, there exists γ : r0, 1s ÑM such that

γp0q –iso X, γp1q –iso Y, and

dGHpγpsq, γptqq “ |t´ s|dGHpX, Y q for all t, s P r0, 1s.

3.1. Geodesics on M. Claim: If X, Y PM, then there exists an optimal correspondence
R, a closed subset of X ˆ Y . i.e. There exists R Ă X ˆ Y closed, a correspondence with
dispRq “ 2dGHpX, Y q.

Construction: Define RoptpX, Y q “ tR : optimal correspondence between X and Y u.

Given any R P RoptpX, Y q, we can construct γR, a geodesic between X and Y by

γRptq “ pR, dtq, for t P r0, 1s where dt : R ˆRÑ R`.

Theorem 3.19 (Gromov’s precompactness theorem). Let N : R` Ñ N be given D ą 0.
Consider the class, FpN,Dq ĂM,

FpN,Dq :“ tx PM |diampXq ď D,NXpεq ď Npεq, ε ą 0u.

Then FpN,Dq is totally bounded as a subset of pM, dGHq.

Applications to Riemannian geometry Groomv’s precompactness theorem interacts
well with Lower bounds on Ricci Curvature.

For C P R, a natural number m, and D ą 0, let Rpm,D,Cq be the collection of all compact
Riemannian manifolds M such that

dimpMq “ m
diampMq ď D
Ricci ě CpC P Rq.

Then Rpm,D,Cq is totally bounded in GH sense.

Question: How do we inject some randomness into these ideas? ñ metric measure spaces

4. Lecture 4. Jan 16th. Scribe Woojin

Facundo Mémoli’s lecture:

Recall the space pM, dGHq of compact metric spaces equipped with the Gromov-Hausdorff
distance.

4.1. Motivation of the Gromov-Wasserstein distance: we want a metric which is
relevant/sensitive to statistical measurements.

Question 4.1. Consider any two finite metric spaces pX, dXq and pY, dY q. Take any (not
necessarily different) two points x, x1 in X in the uniformly random way and observe how
often dXpx, x

1q is 1. If dGHpX, Y q is small, can we say that the same experiment with pY, dY q
results in a similar result?

The answer to the above question is NO.
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Example 4.2. Let ∆np1q :“ pt0, . . . , nu, d∆nq, where d∆npi, jq “ 1 ´ δij. For ε ą 0, let
∆npεq :“ p∆n, ε ¨ d∆nq. As εŒ 0 and nÕ 8,

‚ one can check that dGHp∆2pεq,∆npεqq Œ 0.

‚ However, the probability of the event d∆2pεqp¨, ¨q “ ε is 1/2, while the probability of
the event d∆npεqp¨, ¨q “ ε approaches to 1.

Motivated by the above example, we change our approach and consider the space pMw, dGW,pq

of metric measure spaces (mm-spaces) equipped with the Gromov-Wasserstein distance,
which will be defined below.

4.2. mm-spaces and coupling measures.

Definition 4.3 (mm-spaces). Let X “ pX, dX , µXq be a compact metric space equipped with
a Borel probability measure µX on pX, dXq. We call X a metric measure space (mm-space).

Notation 4.4 (Collection of mm-spaces). By Mw, we denote the collection of all mm-spaces
with full supports.

Definition 4.5 (Isomorphisms between mm-spaces). Consider any two mm-spaces X “

pX, dX , µXq and Y “ pY, dY , µY q. We say that X and Y are isomorphic if there exists an
isometry φ : pX, dXq Ñ pY, dY q with φ#µX “ µY , i.e. the measure µY is the push-forward
measure of µX via φ. We write X – Y in this case.

In order to introduce the Gromov-Wasserstein distance between mm-spaces, we first introduce
the notion of coupling measures (between measures), which is analogous to the notion of
correspondences (between sets).

Definition 4.6 (Coupling measures). Given any two probability spaces pX,µXq and pY, µY q,
let µ be a probability measure on X ˆ Y . We say that µ is a coupling between µX and µY if
pπXq#µ “ µX and pπY q#µ “ µY .

Note that one typical example of coupling measure between µX and µY is the product
measure µX b µY .

Notation 4.7 (Collection of couplings). By UpµX , µY q, we denote the collection of all cou-
pling measures between µX and µY .

4.3. The Gromov-Wasserstein distance. We shall define the Gromov-Wasserstein dis-
tance between mm-spaces in an analogous way to the Gromov-Hausdorff distance between
metric spaces. Let pX, dXq and pY, dY q be any two compact metric spaces. Recall that the 3rd
version of the definition of the Gromov-Hausdorff distance dGHppX, dXq, pY, dY q was defined
as dGHppX, dXq, pY, dY q “

1
2

infR dispRq where the infimum is taken over all correspondences
between X and Y , and

dispRq :“ sup
px,yqPR
px1,y1qPR

|dXpx, x1q ´ dY py, y1q|.

In particular, let us write

SX,Y ppx, yq, px
1, y1qq :“ |dXpx, x1q ´ dY py, y1q|. (3)
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Now we define the Gromov-Wasserstein distance. Let X “ pX, , dX , µXq and Y “ pY, dY , µY q
be any two mm-spaces. Take any µ P UpµX , µY q (Definition 4.6). Note that the product
measure µb µ is a measure on pX ˆ Y q ˆ pX ˆ Y q.

Definition 4.8 (The p-th distortion of a coupling). Let X “ pX, , dX , µXq and Y “

pY, dY , µY q be any two mm-spaces. Pick any µ P UpµX , µY q. For p P r1,8q, let us de-
fine the p-th distortion of µ as

disppµq :“

¨

˚

˝

ĳ

pXˆY qˆpXˆY q

SX,Y ppx, yq, px
1, y1qqp dpµb µq

˛

‹

‚

1
p

Remark 4.9 (Exercise). One can check that

lim
pÑ8

disppµq “ dispsupprµsq,

where supprµs is the support of µ.

Definition 4.10 (The Gromov-Wasserstein distance). Let X “ pX, , dX , µXq and Y “

pY, dY , µY q be any two mm-spaces. For p P r1,8q, their p-th Gromov-Wasserstein distance
is defined as

dGW,ppX ,Yq :“
1

2
inf

µPUpµX ,µY q
disppµq.

Theorem 4.11. dGW,p is a legitimate metric on the quotient space Mw{ – (Notation 4.4,
Definition 4.5).

Remark 4.12 (Exercise: The metric space pMw, dGW,pq is not complete1). For each n P N,
consider ∆n (Example 4.2) equipped with the uniform probability measure. It is known that
for m,n P N with m ě n

dGW,1p∆m,∆nq «
1

2n
.

Think about what is the potential limit of the sequence t∆nunPN in Mw and conclude that
pMw, dGW,1q is not complete.

Exercise 4.13 (Estimation of dGW,p). Let Sn be the n-th sphere of radius 1 equipped with the
geodesic distance and the normalized volume measure. How can we estimate dGW,1pSm,Snq?
This problem can be a project problem. Also, see Remark 4.15 below.

Definition 4.14 (Covering number function). Let pX, dXq be a compact metric space. The
covering number function NpX,dXq : r0,8q Ñ N of pX, dXq is defined as

NpX,dXqpεq :“ inftn P N : X can be covered by n open balls of radius εu.

Remark 4.15 (Estimation of dGH). By utilizing the covering number function of spheres,
one can estimate the Gromov-Hausdorff distance dGHpSm,Snq from below. Namely, we have
the inequality:

2 ¨ dGHpSm, Snq ě dIpNSn , NSmq,

1This fact is in contract with the fact that pM, dGHq is complete (proved by P.Peterson).
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where dI is the so-called interleaving distance (we do not deal with its precise definition for
now). Also, we know

dGHpSm,Snq ď
1

2
maxpdiampSmq, diampSnqq “

π

2
.

In general, the value π
2

is not identical to dGHpSm,Snq: It is known that dGHpS1, S2q “ π
3
.

Matthew Kahle’s lecture:

4.4. Expectation. Let X be a random variable. We define the expectation ErXs of X.

‚ Let X be a nonnegative integer random variable. Then,

ErXs “
8
ÿ

i“0

i ¨ PrX “ is.

‚ Let X be a real-valued random variable with a density function f , i.e. PpX P Uq “
ş

U
fpxq dx. Then,

ErXs “

ż 8

´8

fpxq dx.

Example 4.16 (Not every random variable has a mean). Consider the following random
variables:

‚ Let X be a positive integer random variable with the probability distribution

PrX “ is “
6

π2
¨

1

i2
, i P N.

‚ Let Y be a real-valued random variable with the density function f : RÑ R defined
as

fpxq “
π´1

x2 ` 1
(Cauchy’s distribution).

Proposition 4.17 (Linearity of expectation). For any two random variables A and B, and
for any constant c P R, we have

ErA`Bs “ ErAs ` ErBs, ErcAs “ c ¨ ErAs.

Theorem 4.18 (Markov’s inequality). If X is a nonnegative random variable, then for any
a ą 0,

PrX ě as ď
ErXs
a

.

Proof.

a ¨ PrX ě as ď
ÿ

iěa

i ¨ PrX “ is

ď
ÿ

iě0

i ¨ PrX “ is

“ ErXs.
�
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Exercise 4.19. Prove the Markov’s inequality for real-valued random variables.

We introduce the notion of random graphs. See the following references: Random graphs by
Bollobás, Janson, Riordan and The probabilistic method by Alon and Spencer (4th edition).

Definition 4.20 (Erdös-Rényi model (edge-independent model)). Let n P N and p P r0,8q.
By Gpn, pq, we mean a random graph with the vertex set rns :“ t1, . . . , nu, where each edge
appears with probability p independently.

Equivalently, the random graph Gpn, pq can be described as follows: if H is a certain graph
on rns with exactly m edges,

PrGpn, pq “ Hs “ pm ¨ p1´ pqp
n
2q´m.

Example 4.21. Given a random graph Gpn, pq, let X be the number of K4 subgraphs in
Gpn, pq, where K4 is the complete graph on 4 vertices. Then,

ErXs “
ˆ

n

4

˙

p6,

by the following argument: Let us index each 4-subset of rns by i “ 1, . . . ,
`

n
4

˘

. Let Xi be
the indicator random variable defined as

Xi “

#

1, if 4-subset indexed by i spans a K4 subgraph in Gpn, pq,

0, otherwise.

Write X as a sum of indicator’s random variables:

X “ X1 ` . . .`Xpn4q
.

By using the linearity of expectation (Proposition 4.17), we can obtain the claim.

Example 4.22. Given a random graph Gpn, pq, let Y be the number of induced copies of
C4, where C4 is the cycle graph on 4 vertices. One can check that

ErY s “ 3 ¨

ˆ

n

4

˙

¨ p4
p1´ pq2.

In particular, the factor 3 above comes out of the fact that there are 3 different graphs on 4
vertices which are isomorphic to C4.

Let us go back to Example 4.21. Assuming that p ăă n´
2
3 , we can induce that as nÑ 8,

Er# of K4 subgraphs in Gpn, pqs Ñ 0

since
`

n
4

˘

p6 ăă n4p6 ăă 1. Hence, the Markov’s inequality tells us that if p ăă n´
2
3 , then2

Prthere exists K4 in Gpn, pqs Ñ 0 as nÑ 8

because

Prthere exists K4 in Gpn, pqs “ Pr# of K4 subgraphs ě 1s ď Er# of K4 subgraphss.

2Given any f, g : NÑ R, we write f ăă g if limnÑ8
fpnq

gpnq
“ 0.
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What if p ąą n´
2
3 ? Then, Er# of K4 subgraphss Ñ 8 as n Ñ 8. Does this imply that

Prthere exists K4 in Gpn, pqs Ñ 1? The answer is NO.3

Exercise 4.23. Give an example of a sequence tXiuiPN of random variables such that
ErXns Ñ 8 but PrXn “ 0s Ñ 1 as nÑ 8.

4.5. Variance. Given a random variable X, we define the variance of X

VarrXs :“ ErpX ´ ErXsq2s “ ErX2
s ´ pErXsq2,

where the second equality is left as an exercise. Note that VarrXs ě 0 by definition. Also,
we remark that some random variables do not admit its variance. We make use of σ to
denote

a

VarrXs, which is called the standard deviation of X.

Theorem 4.24 (Chebyshev’s inequality). Let X be any random variable with ErXs “ µ
and VarrXs “ σ2. Then,

Pr|X ´ µ| ě λσs ď
1

λ2
.

Note that when λ ď 1, the above theorem says nothing.

Exercise 4.25. Show that Chebyshev’s inequality is best possible without more information
about X.

5. Lecture 5. Jan 23rd. Scribe Gustavo

5.1. Second Moment Method.

Notation 5.1. We will use µ for ErXs and σ2 for VarrEs.

Proposition 5.2. Suppose that tXnu is a sequence of random variables such that

(1) ErXns Ñ 8, and

(2) VarrXns ! ErXns
2,

then PrXn ą 0s Ñ 1.

For a proof of Proposition 5.2, see Chapter 4 of The Probabilistic Method.

We may return now to Example 4.21 and conclude that

Prthere exists K4 in Gpn, pqs Ñ 1

by checking condition (2) in Proposition 5.2. This is left as an Exercise.

Question 5.3. In Example 4.21 and the previous comments, we covered two cases concerning
the growth of p, namely, when p " n´2{3 and when p ! n´2{3. What if p “ c n´2{3 for some
constant c ą 0?

5.2. Three important distributions.

3In fact, it is true that Prthere exists K4 in Gpn, pqs Ñ 1 as nÑ8, but this is not induced from the Markov’s
inequality.
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Poisson distribution. For any µ ą 0, a random variable X is Poisson with mean µ if

PrX “ ks “ e´µ
µk

k!

for any k ě 0. We denote this distribution by Poispµq.

Exercise 5.4. Check the following:

(1)
ř

kě0 PrX “ ks “ 1.

(2) ErXs “
ř

kě0 ke
´µ µk

k!
“ µ.

Theorem 5.5 (Brun’s Sieve). Suppose that tXnu is a sequence of random variables such
that ErXns Ñ µ and Er

`

Xn
r

˘

s Ñ
µr

r!
for every r ą 1 as n Ñ 8. Then Xn Ñ Poispµq in

distribution, that is, for every k ě 0, we have PrXn “ ks Ñ e´µ µ
k

k!
.

Example 5.6. Let σ be a uniform random permutation in the symmetric group Σn on rns,
i.e., each permutation has probability 1

n!
. Define Xn as the number of fixed points. Then

ErXns “ 1 for n ě 1 (use linearity of expectation, note that Er“1” is a fixed points “ 1
n
).

Note also that for n ě r,

E
„ˆ

Xn

r

˙

“

ˆ

Xn

r

˙

pn´ rq!

n!
“

1

r!
.

Hence E
“`

Xn
r

˘‰

Ñ
µr

r!
for µ “ 1. Then, by Brun’s Sieve, Xn Ñ Poisp1q. As a corollary,

Prno fixed pointss “ e´1.

Binomial distribution. For any n ě 1 and 0 ď p ď 1, we define the binomial distribution
Binpn, pq as the number of successes in n independent trials, where p is the probability of
success in any given trial. We can easily check that

PrBinpn, pq “ ks “

ˆ

n

k

˙

pkp1´ pqn´k

for any 0 ď k ď n, and that ErBinpn, pqs “ np (linearity of expectation).

Now consider p “ c{n for some c fixed and nÑ 8. Then ErBinpn, pqs “ c for n ě 1. Fix k.
Letting nÑ 8 and since 1´ p « e´p when pÑ 0, we note that

PrBinpn, pq “ ks “

ˆ

n

k

˙

pkp1´ pqn´k «
nk

k!

´ c

n

¯k

e´
c
n
pn´kq

«
ck

k!
e´c,

which is precisely the Poisson distribution.

Exercise 5.7. Consider Gpn, pq where p “ c n´2{3 for some c ą 0 fixed. Then

Er#K4 subgraphss “

ˆ

n

4

˙

p6
Ñ

c6

24

as nÑ 8. Show that #K4 subgraphs Ñ Poispc6{24q. In particular,

Prno K4 subgraphss Ñ e´c
6{24.
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Normal distribution (“Gaussian”). The normal distribution N p0, 1q (with mean 0 and vari-
ance 1) is a probability distribution on R. Its probability density function is given by

1?
2π
e´x

2{2. In particular, for a ă b,

Pra ď X ď bs “

ż b

a

1
?

2π
e´x

2{2 dx.

Definition 5.8. Let tXnu be a sequence of random variables. We say that tXnu obeys a
Central Limit Theorem (CLT) if

Xn ´ ErXns
a

VarrXns
Ñ N p0, 1q

in distribution. In other words, if for every a ă b,

P

«

a ď
Xn ´ ErXns
a

VarrXns
ď b

ff

Ñ

ż b

a

1
?

2π
e´x

2{2 dx

as nÑ 8.

Example 5.9.

‚ Let Y1, Y2, Y3, . . . be independent identically distributed random variables with finite
mean and variance. Let Xn “

řn
i“1 Yi. Then

Xn ´ ErXns
a

VarrXns
Ñ N p0, 1q

in distribution.

‚ Let µ1, µ2, . . . be any sequence of real numbers tending to 8. Let Xn “ Poispµnq.
Then tXnu obeys a CLT.

‚ Let c1, c2, . . . be a sequence of real numbers tending to 8 (and such that cn ď 1).
Let Xn “ Binpn, pq with p “ cn{n. Then tXnu obeys a CLT.

6. Lecture 6. Jan 28th. Ling Zhou

6.1. Some exercises on Poisson distribution.

Exercise 6.1. Suppose X1 “ Poispµ1q and X2 “ Poispµ2q are two independent random
variables. Show that X1 `X2 “ Poispµ1 ` µ2q.

Exercise 6.2. Consider Gpn, pq and p “
log n` C

n
with a fixed constant C P R. Let X be

the number of isolated vertices, where a vertex is isolated if it has degree zero. Observe that
EpXq “ np1´ pqn´1, which follows from that fact the expectation for the i´th vertex to be

isolated is p1´ pqn´1. Show that X Ñ Poispe´Cq, i.e. PpX “ 0q Ñ e´e
´C

as nÑ 8.
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6.2. Random Geometric Graphs. The study of random geometric graphs (r.g.g.) is
motivated by the followings:

‚ its nice application in statistics,

‚ it is a more ’realistic’ model than Gpn, pq for many situations. For example, in social
networks, we denote A „ B When two persons A,B are friends. Given A „ B and
B „ C, PrA „ Cs is high.

The basic idea of random geometric graphs is that the vertices are obtained by taking random
points in a space. Our reference book is Random Geometric Graphs by Penrose.

Example 6.3. Choose n points independently identically distributed (i.d.d.) uniformly in
r0, 1sd, and connect every pair of points within distance r. In other words, p „ q ðñ
dpp, qq ď r. Here are a few comments for this example:

‚ usually nÑ 8, r “ rpnq depends on n,

‚ more general setting: consider a distribution on Rd with bounded measurable density
functions,

‚ usually d ě 2 is fixed,

‚ philosophical comment: Gpn, pq looks like an r.g.g. when dÑ 8 quickly.

Notation 6.4. A random geometric graph is denoted by Gpn, rq with n the number of
vertices and r the distance of adjacency.

Proposition 6.5. Let d “ 2.

‚ if r ăă n´3{4, then a.s.s. there are no K3 subgraphs;

‚ if r ąą n´3{4, then a.s.s. there exists a K3 subgraphs.

Here a.s.s. means asymptotically almost surely, i.e. the probability goes to 1 as nÑ 8.

Proof. Claim Er#K3 subgraphss “ cn3r4 for some constant c ą 0. Then the first statement
follows from the claim and Markov’s inequality, and the second statement follows from the
claim and the second movement method.

Now we prove the claim. Let x, y, z be three vertices. Notice that Pry „ xs “ r2, Prz „ xs “
r2 and Pry „ z|x „ z, y „ xs ě ε for some constant ε ą 0. Then

Prx „ y, y „ z, x „ zs “ Pry „ z|x „ z, y „ xsPrx „ zsPry „ xs « cr2r2
“ cr4.

It follows that Er#K3 subgraphss «
`

n
3

˘

cr4 «
c

6
n3r4. �

Proposition 6.6. Let d “ 2.

‚ if r ăă n´4{6, then a.s.s. there are no K4 subgraphs;

‚ if r ąą n´4{6, then a.s.s. there exists a K4 subgraphs.

Proposition 6.7. Let H be a geometrically feasible induced subgraph (i.e. possible as an
induced subgraph) in Rd with k vertices. Then Er# induced subgraphs isomorphic to Hs «
cHn

krdpk´1q.
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Example 6.8. K1,7 is not feasible in R2:

Example 6.9 (subgraph counts). #
l jh n

subgraphs

“ 3 ¨#
ljhn

induced graph

`1 ¨#
l jh n

induced graph

The formula in Proposition (6.7) suggests that something interesting may happen when
r « n´1{d.

”Percolation”: d ě 2.

Proposition 6.10. There exists a constant λd such that

‚ if r ă pλd ´ εqn
´1{d, then a.s.s. all components are of order Oplog nq;

‚ if r ą pλd ` εqn´1{d, then a.s.s. there exists a unique giant component with Ωpnq
vertices.

Fact 6.11. If r ě p
cd log n

n
q1{d, then a.s.s. Gpn, rq is connected.

sketch of proof for d “ 2. Recall that the n vertices of Gpn, rq are chosen i.i.d. uniformly
randomly in r0, 1s2. First, we divide r0, 1s2 into k2 congruent squares, with 1{k on a side.
The strategy is that if there is at least on point in every square and r ą 3k, then the graph
is connected.

Set k “

c

n

c log n
with c ą 0 to be determined. The area of a square is

1

k2
“
c log n

n
. Then

Prpno points in a given square)] “ p1´
c log n

n
q
n
ă e

´
c log n

n
n
“ n´c.

Choose c ą 1. Then we apply union bound (i.e. PpA or Bq ď PpAq ` PpBq) to get

Prpsome square does not get any points)] ď k2n´c ă nn´c ă n1´c
Ñ 0,

as nÑ 8. Thus, a.s.s. all squares contain a point. �

Example 6.12 (”Coupon Collector” Problem). Roll a fair 6´sided die. What is Er# rolls
before hitting every number at least once]? (Hint: the expected waiting time in a Bernoulli
process is 1{p.)

7. Lecture 7, February 4, Kritika Singhal

7.1. Poisson Point Processes. Let d ě 1. A Poisson point process is a way of choosing
random points in Rd with some “nice” properties.

Example 7.1. A uniform Poisson point process on r0, 1sd of intensity λ ą 0 has the following
properties:
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(1) Property 1: The total number of points is a Poisson random variable with mean λ.
This implies that Ertotal number of pointss “ λ, and Prnumber of points “ ks “
e´λ¨λk

k!
.

(2) Property 2: If U Ď r0, 1sd is a measurable subset of d-dimensional volume V , then the
number of points in U is a Poisson random variable with mean λ ¨ V . This implies
that Ernumber of points in U s “ λ ¨ V .

(3) Property 3: If U,U 1 Ď r0, 1sd are disjoint, then the number of points in U and the
number of points in U 1 are independent random variables. This property is referred
to as spatial independence.

The three properties described above characterize a Poisson point process. We note that the
property of spatial independence does not exist for random geometric graphs.

We now construct a Poisson point process on r0, 1s of intensity λ ą 0 using the following
steps:

(1) We first choose n „ Poispλq, i.e. n is a Poisson random variable with mean λ.

(2) We then drop n points into r0, 1s uniformly, randomly and independently.

We check that the above Poisson point process has the desired properties.

(1) Property 1 is true by definition.

(2) For Property 2, we choose U “ ra, bs, with 0 ď a ă b ď 1. We want to show that
the number of points in U is a Poisson random variable with mean λpb´ aq. This is

equivalent to showing that Prnumber of points in U “ ks “ e´λpb´aq¨pλpb´aqqk

k!
for every

k ě 0. Let n „ Poispλq be the total number of points in r0, 1s. Then

Prnumber of points in U “ ks “
8
ÿ

i“0

Prn “ is ¨ Prnumber of points in U “ k | n “ is

“

8
ÿ

i“0

e´λ ¨
λi

i!

ˆ

i

k

˙

pb´ aqkp1´ pb´ aqqi´k

“ e´λpb´aq
pλpb´ aqqk

k!
.

The last equality is left as an exercise. The proof of Property 3 is the following
exercise.

Exercise 7.2. Check if 0 ď a ă b ă c ă d ď 1, then the number of points in ra, bs is
independent of the number of points in rc, ds.

Hint : Check that Prnumber of points in ra, bs “ k and number of points in rc, ds “ ls “
Prnumber of points in ra, bs “ ks ¨ Prnumber of points in rc, ds “ ls.

We now have two different models for obtaining random geometric graphs. In the first model,
we take n points i.i.d uniformly in r0, 1sd and connect two of them if they are close. In the
second model, we take a uniform Poisson point process on r0, 1sd of intensity n. We let
N „ Poispnq and take N i.i.d points uniformly randomly in r0, 1sd. In the second model,
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we have spatial independence which we do not have in the first model. Interestingly, we
have that these two models are the same as n Ñ 8. A reference for this is the section
on Poissonization and de-Poissonization in Matthew Penrose’s book “Random Geometric
Graphs”.

There are ways of going between these two models. A useful fact in this regard is that
there are tail bounds or “Chernoff-type” bounds for Poispnq. An easy to use bound is the

following: if X „ Poispnq, then PrX ą p1 ` εqns ď e´ε
2¨n. A sharper bound is shown in

the following theorem. A reference for this is the book “Concentration of measures for the
analysis of randomized algorithms” by Dubhashi and Panconesi.

Theorem 7.3. Let h : p´1,8q Ñ R be defined as hpuq “ 2p1`uq´logp1`uq´u
u2

. Let λ ą 0, x ą 0

and X „ Poispλq. Then, PrX ě λ` xs ď e
´x2

2λ
¨hp xλq and PrX ď λ´ xs ď e

´x2

2λ
¨hp´xλ q.

Another commonly studied object is the homogeneous Poisson point process on Rd. This
process has same properties as a Poisson point process, except property 1. This process gives
an infinite random geometric graph, and is an object of study in continuum percolation or
Gilbert disc model.

7.2. Brownian motion and scaling limits. Brownian motion is a natural phenomenon,
that is named after botanist Robert Brown. The corresponding mathematical object is a
stochastic process called Wiener process.

Definition 7.4 (Wiener process). A Wiener process is a random function from Rě0 to R,
that assigns to every time t, a Wt, satisfying the following properties:

(1) W0 “ 0 almost surely (with probability 1).

(2) W has independent increments, i.e. for t ą 0, u ě 0, Wt`u ´Wt is independent of
past values of Ws for s ă t.

(3) The increments follow a Gaussian distribution, i.e. Wt`u´Wu is normally distributed
with mean 0 and variance u.

(4) W is continuous with probability 1 (i.e. Wt is continuous in t).

One way to construct a Wiener process is the following: let z1, z2, z3, . . . be i.i.d normally
distributed random variables with mean 0 and variance 1. Then, for 0 ď t ď 1

Wt “
?

2
8
ÿ

n“1

zn ¨
sin

`

n´ 1
2

˘

πt
`

n´ 1
2

˘

πt
.

Alternately, we may write, for 0 ď t ď 1,

Wt “ z0t`
?

2
8
ÿ

n“1

zn ¨
sin πnt

πn
.

Another property satisfied by a Wiener process is that if W : Rě0 Ñ R is a Wiener process,

then for every c ą 0, Vt “
´

1?
c

¯

Wct is also a Wiener process. This shows that a Wiener

process has some kind of fractal structure.
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We now construct our own random walk. Let ε1, ε2, . . . , εn be i.i.d Bernoulli random vari-
ables. We set, for 0 ď t ď 1,

Wnptq “
1
?
n

ÿ

1ďkďtntu

εk.

We have that Wn is a random function from r0, 1s to R. We want to say that this function
converges to a Brownian motion. We have that Wnp0q “ 0 with probability 1. By central
limit theorem, we have that Wnptq´Wnpsq „ N p0, t´sq. Similarly, we also have independent
increments. We invoke Donster’s theorem that says that Wnptqr0,1s Ñ Wr0,1s in a suitable
function space (called “Skorokhod space”). Such a limit is called a scaling limit. We note
that none of Wnptq are continuous, but they converge to a continuous function.

Another example of a scaling limit is the following: SLE (Schramm-Loewner evolution) is
another random curve in plane, besides Brownian motion. SLEpκq is a fractal with dimension
1` κ

8
. We consider loop erased random walk (random walk with all loops removed) in Z2. It

was shown by Loewner and Schramm that this random walk has scaling limit SLEp2q with
dimension 5

4
.

We end with an open problem. Consider self-avoiding random walk in Z2. There is uniform
measure on all simple paths of length n. It is conjectured that such a random walk has
scaling limit SLE

`

8
3

˘

.

8. Lecture 8. February 11. Jason Bello

8.1. Metric Measure Spaces. Recall the following notation:

‚ if X “ pX, dX , µXq is a metric measure space (m.m. space), then pX, dXq is a compact
metric space and µx is a Borel probability measure on X such that supprµXs “ X.

‚ Mw is the collection of all m.m. spaces.

‚ Isomorphism: X –w Y iff there exists and isometry φ : X Ñ Y such that φ#µX “ µY .

Question 8.1. What if we try to study/characterize a m.m. space X by taking statistical
measurements for X?

Definition 8.2. Given pX, dxq P M, n P N, consider the map Ψ
pnq
X : X ˆ ¨ ¨ ¨ ˆX Ñ Rnˆn

such that px1, . . . , xnq ÞÑ pdxpxi, xjqq
n
i,j“1.

Remark 8.3. Curvature sets: KnpXq “ ImpΨ
pnq
X q.

Imagine sampling n i.i.d. random points on X, x̄1, . . . , x̄n and then inducing the random

variable Ψ
pnq
X px̄1, . . . , x̄nq. We want to understand the distribution of the induced random

variable.

Definition 8.4. Let X “ pX, dX , µxq P Mw, n P N, and define the curvature measure as

U
pnq
X “ pΨ

pnq
X q#µX b ¨ ¨ ¨ b µX P P1pRnˆn

` q

Exercise 8.5. Prove supprU
pnq
X s “ KnpXq.
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Recall that inside of M, pKnpXqqnPN characterizes pX, dXq up to isometry. Similarly, we
have the following theorem.

Theorem 8.6 (M.m. Reconstruction Theorem). U
pnq
X “ U

pnq
Y for all n P N ðñ X –w Y .

Question 8.7. Is this map U
pnq
‚ stable? (i.e. Lipschitz)

How much information about X can be extracted from U
p2q
X ? from U

p3q
X ?

8.2. Curvature Measure for n “ 2, U
p2q
X :

ΨXpx1, x2q “

ˆ

0 dXpx1, x2q

dXpx1, x2q 0

˙

(4)

To understand U
p2q
X look at dHX :“ pdXq#µX b µX P P1pR2ˆ2

` q. This is called the global
distribution of distances on X . So for t ě 0,

dHX pr0, tsq “ ppdXq#µX b µXqpr0, tsq “ µX b µXpDXptqq “: HX ptq (5)

where DXptq “ tpx, x
1q P X ˆX|dXpx, x

1q ď tu.

8.3. Examples. :

‚ Let ∆2 “

"

tp, qu,

ˆ

0 1
1 0

˙

, p1{2, 1{2q

*

, then

DXptq “

#

tpp, pq, pq, qqu if 0 ď t ă 1

tpp, pq, pp, qq, pq, pqpq, qqu if t ě 1

and µX b µXptpp, pq, pq, qquq “ pµXppqq
2 ` pµXpqqq

2 “ 1
4
` 1

4
“ 1

2
. Thus,

H∆2ptq “

#

1
2

if 0 ď t ă 1

0 if t ě 1
.

‚ Let ∆n “

¨

˝tp1, . . . , pnu,

¨

˝

0 1
. . .

1 0

˛

‚, p 1
n
, . . . , 1

n
q

˛

‚, then

DXptq “

#

tppi, piq : i “ 1, . . . , nu for 0 ď t ă 1

X ˆX for t ą 1

and so for t P r0, 1q, µb2
∆n
pD∆nptqq “

řn
i“1 µ

b2
∆n
ptppi, piquq “ n ¨ 1

n2 “
1
n

and for t ě 1,

µb2
∆n
pD∆nptqq “ 1.
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8.4. What about Sn spheres? Consider pSn, dSn , µSnq where dSn is geodesic distance and
µSn is normalized volume measure. Then for t P r0, πs

HS1ptq “ µS1 b µS1ptpx, x1q P S1
ˆ S1

|dS1px, x1q ď tuq (6)

and for fixed x0 P S
1,

“ µS1ptx P S1
|dS1px0, xq ď tuq “ µS1pB̄tpx0qq “

2t

2π
“
t

π
. (7)

Exercise 8.8. Prove HS2ptq “ 1´cos t
2

for t P r0, πs.

Proposition 8.9. For n P N, HSnptq “
Γpn`1

2
q

Γpn
2
q
?
π

şt

0
psin rqn´1dr where Γ is the gamma func-

tion.(Disclaimer: may have forgotten some normalization constant.)

Fact 8.10. µSnpB̄tpx0qq does not depend on x0 and

µSnptpx, x
1
q P Sn ˆ Sn|dSnpx, x

1
q ď tuq “ µSnpB̄tpx0qq “ HSnptq.

HSnptq

t
π
2

π

0.5

1
nÑ8

nÑ8

8.5. Concentration of measure on spheres. : Most of the mass of Sn lies in pSn`q
ε. In

other words, any 2 random points on a high dimensional sphere are approximately orthogo-
nal.

p-Diameters:

Definition 8.11. Let p P r1,8s then the p-diameter of X is

diamppX q “ p“p-moments of dHX”q1{p “

ˆ
ż

R`
tpdHX pdtq

˙1{p

where dHX pdtq “ pdXq#µX b µX .

Exercise 8.12. Show diamppX q “ p
ť

XˆX
pdXpx, x

1qqpµXpdxqµXpdx
1qq1{p

Conclusion: dH‚ discriminates between spheres of different dimensions. Thus, U
p2q
‚ discrim-

inates between spheres of different dimensions.

Question 8.13. How much information from X can we extract from:

(1) diamp0pX q for fixed p0 P r1,8q,

(2) pdiamppX qqpě1?
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The following proposition answers number 2.

Proposition 8.14. s pdiamppX qqpPr1,8s determines dHX .

diamppS
nq:

‚ For p “ 8, diam8pS
nq “ π for all n.

‚ For p “ 1, diam1pS
nq “ π{2 for all n.

Proof. Let a : Sn Ñ Sn be the antipodal map, then for all p P Sn,

dSnpx, pq ` dSnpapxq, pq “ π “ dSnpx, apxqq.

Integrating over p, we get
ż

dSnpx, pqµSnpdpq `

ż

dSnpapxq, pqµSnpdpq “ π

but since x was arbitrary,
ż

dSnpx, pqµSnpdpq “ π{2.

Now, integrating over x,

diam1pS
n
q “

ĳ

dSnpx, pqµSnpdpqµSnpdxq “ π{2.

�

Exercise 8.15. diam2pS
1q “ π{

?
3 and diam2pS

2q “

b

π2

2
´ 1.

Global Distributions / Geometric Information that they carry:

Proposition 8.16. Let pM, gMq be an m-dimensional compact Riemannian manifold (BM “

H) where M “ pM,dM , µMq and µM is normalized volume measure. For 0 ă t ! 1, we have
the following Taylor expansion

HMptq “
wmt

m

VolpMq

ˆ

1´

ş

M
SMpxqµMpdxq

6pm` 2q
t2 `Opt4q

˙

where VolpMq is the volume of a ball of radius t in Rm and SMpxq is scalar curvature. When
m “ 2, SMpxq “ Gauspxq and so the coefficient of tm ¨ t2 is

ş

µ
Gauspxqpdxq “ topological

invariant by Gauss-Bonnet theorem.

Proposition 8.17 (The case of smooth, planar, simple, closed). Let

C “ ptracepCq, } ¨ }, lengthp¨q

L
q

where } ¨ } is Euclidean distance and L “ lengthpCq. Then for 0 ă t ! 1,

HCptq “
2t

L
`

1

12L2
p

ż

C
K2
psqdst3 `Opt5q

where s is arc-length.4

4This expnasion can be found in http://www-users.math.umn.edu/~olver/vi_/hist.pdf.

http://www-users.math.umn.edu/~olver/vi_/hist.pdf


LECTURE NOTES FOR MATH 8250 RANDOM METRIC SPACES SPRING 2019. 29

Consider S1 with Euclidean distance, S1 Ă R, then one can calculate by hand that HS1p2q “
2
π

arcsinpt{2q. Thus, for t ą 0 small

HS1ptq “
t

π
`

t3

24π
`Opt5q

by expanding arcsine since lengthparcq
2π

“ 2θt
2π
“ θt

π
“ 2

π
arcsinpt{2q.

The following corollary is from https://arxiv.org/abs/1810.09646.

Corollary 8.18. If C satisfies HC “ HS1, then C is isometric to S1.

Proof. Since HC “ HS1 , their Taylor expansions must match. The coefficients of t must
match, so 2

L
“ 1

π
. Thus, L “ 2π. Similarly, inequality of t3 coefficients gives the following

equality
1

12L2

ż

C
K2
psqds “

1

24π

and so
ş

C K
2psqds “ 2π. Recall the standard fact that for closed simple planar curves,

ş

C Kpsq ds “ 2π. Then, by Cauchy-Schwarz,

p2πq2 “

ˆ
ż

C
Kpsqds

˙2

ď

ż

C
K2
psqds ¨

ż

C
ds “ p2πq2.

By the Cauchy-Schwarz conditions of equality, we have that K91 and thus K is constant.
Hence, C is a circle of length 2π and so C – S1. �

Conjecture:
Simple, closed, planar curves are characterized by their global distance distributions.

Stronger Conjecture:

Bounded, closed subsets of R2 are characterized by their global distance distributions.

Counterexample for Stronger Conjecture:

4

X

2

?
2

?
2

?
10

?
10

4
Y

2

?
2

?
2

?
10

?
10

The counterexample is due to Boutin and Kemper https://arxiv.org/abs/math/0311004.

Exercise 8.19. Show that HX “ HY .

9. Lecture 9. February 13th. Paul Duncan

Recall the example from last time of two different bounded, closed subsets of R2 with the
same global distributions. Brinkmann and Olver observed experimentally that the curve
versions are told apart by H‚.

https://arxiv.org/abs/1810.09646
https://arxiv.org/abs/math/0311004
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Conjecture: Planar simple closed curves are discriminated by H‚.

Proposition 9.1. S1 ãÑ R2 is discriminated by H‚.

The conjecture is false.

Counterexample: S1 Ă R2

C “ tall planar simple closed curves ĎM.

For every ε ą 0, DC,C 1 P B
pM,dGHq
ε pS1 Ă R2q which satisfy HC “ HC1 , yet C fl C 1, see

https://arxiv.org/abs/1810.09646.

C

fl

C 1

9.1. Concentration of Measure. Recall, @x0 P S
n, t P r0, πs,

HSnptq “ µSnpBtpx0qq “
Γpn`1

2
q

?
πΓpn

2
q

ż t

0

psin rqn´1dr

pSn`q
ε contains most of the mass for large n. This is a geometric manifestation of the so-called

concentration of measure phenomenon.

Definition 9.2 (Concentration function of an mm-space). Let X “ pX, dx, µxq PMW . Let

αXpεq “ 1´ inftµXpA
ε
q, A Ď X with µXpAq ě 1{2u

“ suptµXppA
ε
q
C
q, A Ď X with µXpAq ě 1{2u

Theorem 9.3 (Paul Lévy, 1900s). For all ε ą 0,

αSnpεq ď

c

π

8
expp´

n´ 1

2
ε2q.

Remark 9.4. µSnppS
n
`q

εq ě 1´
a

π
8

expp´n´1
2
ε2q

But the theorem guarantees something like this for any A Ă Sn with µSnpAq ě
1
2
.

9.2. Concentration of Measure - Gromov’s point of view. X “ pX, dX , µXq PMW

”Quantum physics point of view”

(1) pX, dXq ”system”

(2) µX ”state of the system”

(3) f P Lip1pX ,Yq ”measurements”

Studying different S is interesting, but S “ R for us.

https://arxiv.org/abs/1810.09646
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Idea: For every given measurement f, consider/compute the diameter of f#µX , after dis-
carding ”noise.”

Definition 9.5 (Partial Diameter). Given X PMW , α P r0, 1s, define

PartDiamαpXq :“ inftdiampAq, A Ď X,µXpAq ě αu.

Definition 9.6 (Observable diameter of an mm-space). Given X PMW , κ P p0, 1q, define

ObsDiamκpX q :“ suptPartDiam1´κppR, | ´ |, f#µXqq|f P Lip1pX,Rqu.
Definition 9.7. A sequence pXnqně1 ĎMW is called a Lévy-family iff for some κ P p0, 1q,

ObsDiamκpXnq
nÑ8
ÝÝÝÑ 0.

Pleas use Sn for spheres — not Sn

Theorem 9.8 (Gromov, Shioya, Funano,...). Sn is a Lévy family.

Examples/Remarks

(1) PartDiamκpS
nq

nÑ8
Û 0.

(2) Is p∆nqně1 a Lévy family?

(3) What about pt0, nu,

„

0 n
n 0



, δ0p1´ 1{nq ` δnp1{nqq?

(1) Let ρ “ PartDiamαpS
nq “ inftdiampAq, A Ď X,µSnpAq ě αu. Given ε ą 0, DAε Ď X

with µSnpAq ě α and diampAεq ď ρ` ε. Then

diam1pS
n
q “

ż

SnˆSn
dSnpx, x

1
qµSnpdxqµSnpdx

1
q “

π

2

“

ż

AεˆAε

`2

ż

AεˆpSnzAεq

`

ż

pSnzAεqˆpSnzAεq

.

‚
ş

AεˆAε
dSnpx, x

1qµSnpdxqµSnpdx
1q ď pµSnpAεqq

2pρ` εq ď ρ` ε

‚
ş

AεˆpSnzAεq
dSnpx, x

1qµSnpdxqµSnpdx
1q ď πµSnpAεqµSnpS

nzAεq ď p1´ αqπ

‚
ş

pSnzAεqˆpSnzAεq
dSnpx, x

1qµSnpdxqµSnpdx
1q ď πp1´ αq2

ùñ π
2
ď ρ` ε` 2p1´ αqπp1` p1´ αqq

ùñ ρ ě π
2
´ 2p1´ αqπp2´ αq. Now, for α “ 1´ we obtain

PartDiam1´κpSnq ě
π

2
´ 2πκp1` κq ą 0 for κ ą 0 small.

(2) To prove that p∆nqně1 is not a Lévy family, we need to convince ourselves that
@nDfn P Lip1p∆n,Rq such that PartDiam1´κpfn#µnq is large.

Idea: Partition t1, ..., nu “ A\ B with |A| „ |B| „ n
2
. Then consider fn mapping A

to a and B to b.

Claim: fn is 1-lipschitz.

For this choice of fn, pfnq#µn has large PartDiam1´κ for small κ.
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(3) This is clearly a Lévy family.

Some properties:

Definition 9.9. (A poset structure on MW q We say that X ě Y in MW iff Dφ : X Ñ Y
surjective, 1-lipschitz such that ϕ#µX “ µY .

Exercise 9.10. Prove that this is a poset structure (The fun part is showing that if X ď

Y ,Y ď X , then X –W Y q.

Proposition 9.11. Let X ,Y in MW , α P r0, 1s, κ P p0, 1q. Then

(1) PartDiamαpX q ě PartDiamαpYq

(2) ObsDiamκpX qpě,ďqObsDiamκpYq

(3) ObsDiamκpX q ě PartDiam1´κpYq

(4) @t ą 0,ObsDiamκptX q “ tObsDiamκpX q, where tX “ pX, tdX , µXq.

Proof. Proof of (1):

Let Aϕ Ď X such that µXpAϕq ě α. Then it is enough to show that PartDiamαpY q ď
diampAϕq. We have ϕpAϕq Ď Y and

µY pϕpAϕqq “ µXpϕ
´1
pϕpAϕqqq ě µXpAϕq ě α.

Then, since diampϕpAϕqq ď diampAϕq, we are done.

The rest of the proofs (including the direction of the inequality in (2)) are exercises.

�

Theorem 9.12 (Shioya). For κ P p0, 1q,

(1) limnÑ8 ObsDiamκp
?
nSnq “ PartDiam1´κpR, | ´ |, γ1q, where γ1 is 1-dimensional

Gaussian measure.

(2) ObsDiamκpS
nq “ Op 1?

n
q.

Proof. (1) This is one of the projects.

(2) Apply (1) and part (4) of the previous proposition.

�

Application: Let prnq Ă R` and conisder prnS
nq.

Corollary 9.13 (Shioya). prnS
nqně1 is a Lévy family iff rn?

n

nÑ8
ÝÝÝÑ 0.

9.3. Comparison Geometry for ObsDiamκp´q :.

Theorem 9.14 (Bonnet-Myers). Let M be a compact Riemannian manifold of dimension
n with BM “ ∅ such that RicM ě pm´ 1qgM “ the Ricci tensor on SM . Then

diampMq ď π “ diampSnq.
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Theorem 9.15. Let M be a m-dimensional Riemannian manifold with BM “ ∅ and RicM ě

pm´ 1qgM . Then for any κ P p0, 1q,

ObsDiamκpMq ď ObsDiamκpS
m
q.

10. Lecture 10. February 18. Sam Mossing

10.1. Recap: Concentration of Measure. Let X “ pX, dX , µXq P Mw. Recall the
following definitions:

‚ Concentration function:

αXpεq “ 1´ inftµXpA
ε
q, A Ă X measurable with µXpAq ě 1{2u

‚ Partial Diameter, (α P p0, 1q):

PartDiamαpX q “ inftdiampAq|A Ă X,µXpAq ě αu

‚ Observable Diameter, pκ P p0, 1q:

ObsDiamκpX q “ sup
fPLip1pX,Rq

tPartDiam1´κpf#µXqu

‚ Levy Family: pXnqn ĂMw is a Levy family if and only if ObsDiamκpXnq Ñ 0 for all
k P p0, 1q

10.2. Tensorization. (Possible Paper: Estimate of observable diameter of `p product spaces:
https://link.springer.com/content/pdf/10.1007/s00229-015-0730-1.pdf)

Let X “ pX, dX , µXq PMw, p P r1,8q. For all n P N define Xn,p :“ pXn, dXn,p , µ
bn
X q. Given

px1, ..., xnq, px
1
1, ..., x

1
nq P X

n, define the metric dXn,pppx1, ..., xnq, px
1
1, ..., x

1
nqq “ p

řn
i“1 dXpxi, x

1
iq
pq1{p

‚ Example: X “ S1 (Tori)

‚ Example: X “ t0, 1u (Hamming cubes)

Theorem 10.1 (Ozawa-Shioya c. 2016). Let X PMw, κ P p0, 1q, p P r1,8q. Then:

ObsDiamκpXn,pq ď Cκ,p diampX qn
1
2p

where Cκ,1 “ 4
a

2 logp2{κq and Cκ,p “ 4` 4
a

2 logp2{κq for p ą 1.

Example 10.2. Let Hn “ pt0, 1u
n, dHn , unifq be the Hamming cube with uniform measure

and distance metric

dHnppx1, ..., xnq, px
1
1, ..., x

1
nqq :“

#ti P t1, ..., nu|xi ‰ x1iu

n
.

For each n we can use the previous theorem with X “ t0, 1u and dXp0, 1q “ diampXq “ 1
n

to see that ObsDiamκpHnq ď Opn´1{2q. So by definition Hn is a levy family.

https://link.springer.com/content/pdf/10.1007/s00229-015-0730-1.pdf)
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10.3. Relating αXpεq to ObsDiamκpXq.

Theorem 10.3. For any X PMw, ε ą 0, κ P p0, 1{εq:

(1) ObsDiamκpXq ď 2α´1
X pκ{2q where, for ν P p0, 1q, α´1

X pνq “ inftε ą 0|αXpεq ď νu is
the generalized inverse.

(2) αXpεq ď suptκ ą 0|ObsDiamκpXq ě εu ď inftκ ą 0|ObsDiamκpXq ď εu

Proof. Postponed until later in lecture. �

Example 10.4. Applying item (2) of this theorem along with Levy’s theorem (from the

previous lecture) we see that ObsDiamκpSnq ď 4?
n´1

b

logp

?
π{2

κ
q Ñ 0. This gives us a proof

showing that Sn is a Levy family.

Corollary 10.5. A sequence pXnqn ĂMw is a Levy family if and only if αXnpεq Ñ 0 for all
ε ą 0.

Proof. p ùñ q IfpXnqn is a Levy family then for all κ0 P p0, 1q, ObsDiamκ0pXnq Ñ 0. So for
every ε ą 0 there exists N “ Npε, κ0q P N such that ObsDiamκ0pXnq ď ε for all n ě N .
Therefore by (2) we see that:

αXnpεq ď inftκ ą 0|ObsDiamκpXnq ď εu ď κ0 for n large enough.

Since κ0 is arbitrary, this implies that αXnpεq Ñ 0.

The other direction is similar and omitted. �

Example 10.6. Take the sequence p∆2nqn ĂMw. Now we have the tools for another proof
(using the concentration function α) that this is not a Levy family. Let ε P p0, 1q. Since
every distance between points t1, ..., 2nu is either 0 or 1, we see for any subset A Ă t1, .., 2nu
that Aε “ A. Thus:

α∆2npεq “ 1´ inftµ∆2npA
ε
q|A Ă t1, ..., 2nu, µ∆2npAq ě

1

2
u “ 1{2 Û 0.

10.4. Levy Radius. There exists another invariant called Levy Radius that we can use to
mediate between the observable diameter and the concentration function. The goal of this
invariant is to detect how close any given 1-Lipschitz function is to being constant.

Definition 10.7. Given X “ pX, dX , µXq P Mw and f P Lip1pX,Rq, we say that a0 P R
is a pre-Levy mean of f if pf#µXqp´8, a0s “ pf#µXqra0,8q ě

1
2
. Two remarks: pre-Levy

means always exist but are not necessarily unique, and these are sometimes called medians.

Exercise 10.8. The set of all pre-Levy means of f is a bounded, closed interval, say A0pfq.

Definition 10.9. The Levy mean of f , denoted mf is:

mf “
minpA0pfqq `maxpA0pfqq

2
.

Definition 10.10. The Levy Radius of X is defined as follows. Fix κ P p0, 1q. Given ρ ą 0
and f P Lip1pX,Rq,

say property Cf
κ pρq is true if µXptx P X : |fpxq ´mf | ě ρuq ď κ.
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Define:

LevyRadκpX q “ inftρ ą 0 : @f P Lip1pX,Rq, Cf
κ pρq is trueu

10.5. Relating Levy Radius and Observable Diameter.

Lemma 10.11. For all κ P p0, 1q,

ObsDiamκpX q ď 2 LevyRadκpX q.

Proof. Let ρ ą LevyRadκpX q. So for f P Lip1pX,Rq, µXptx P X : |fpxq ´mf | ě ρuq ď κ.
Thus pf#µXqprmf ´ ρ,mf ` ρsq ě 1´ κ. So PartDiam1´κpf#µXq ď 2ρ, and thus

ObsDiamκpX q “ sup
fPLip1pX,R

PartDiam1´κpf#µXq ď 2ρ.

Since ρ ą LevyRadκpX q is arbitrary, we take the infimum over all such ρ to conclude the
result. �

Lemma 10.12. For all κ P p0, 1
2
q,

LevyRadκpX q ď ObsDiamκpX q.

Proof. Let a “ ObsDiamκpX q. Pick any f P Lip1pX,Rq, then PartDiam1´κpf#µXq ď a. So
by definition of partial diameter, for any ε ą 0 there exists Aε Ă R measurable with the
following properties: diampAεq ď a`ε and f#µXpAεq ě 1´κ. Now we smooth out the set Aε
by taking `ε “ inf Aε, rε “ supAε, Iε “ r`ε, rεs. Observe that Iε Ą Aε with pf#µXqpIεq ě 1´κ
and diampIεq “ diampAεq ď a` ε. Next we claim mf P Iε.

Assume the claim for now. So Iε Ă rmf ´ pa` εq,mf ` pa` εqs. Thus

µXptx P X : |fpxq´mf | ď a`εuq “ pf#µXqprmf´pa`εq,mf`pa`εqsq ě pf#µXqpIεq ě 1´κ

Thus µXptx P X : |fpxq´mf | ě a`εuq ď κ, and so by definition of the Levy Radius we have
LevyRadκpX q ď a` ε. Since ε ą 0 is arbitrary we can take the infimum over ε to conclude:

LevyRadκpX q ď a “ ObsDiamκpX q.

Proof of claim: assume for contradiction that mf R Iε. There are two cases, mf ă `ε or
mf ą rε. In the second case Iε Ă p´8,mf q. Also, recall that κ P p0, 1{2q by assumption,
and so 1´ κ ą 1{2. So using this along with the definition of mf we see that:

1

2
ă 1´ κ ď pf#µXqpIεq ď pf#µXqpp´8,mf qq “

1

2
.

This gives us a contradiction. The proof for the first case is similar and omitted. �

Corollary 10.13. pXnqn is a Levy family if and only if LevyRadκpXnq Ñ 0 for all κ P p0, 1q.

Remark 10.14. The moral of this section is that Levy families can be detected by checking
that 1-Lipschitz functions are almost constant.
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10.6. Relating Levy Radius and Concentration Function.

Lemma 10.15. For all ε ą 0, κ P p0, 1{2q,

(1) LevyRad2αXpεq
pX q ď ε

(2) αX
`

LevyRadκpXq
˘

ď κ

Proof. (Exercise) �

We can use this lemma to provide a proof for part (1) of Theorem 11.3 from the start of
lecture.

Proof. Our goal is to show ObsDiamκpX q ď 2α´1
X pκ{2q. Fix ε ą 0. By lemmas 11.12 and

11.15 respectively,

ObsDiam2αXpεqpX q ď 2 LevyRad2αXpεq
pX q ď 2ε

Now fix κ P p0, 1{2q, and so for all ε ą 0 with 2αXpεq ď κ, we have:

ObsDiamκpX q ď ObsDiam2αXpεqpX q ď 2ε.

Taking the infimum over these ε we conclude:

ObsDiamκpX q ď 2 inftε ą 0|αXpεq ď κ{2u “ 2α´1
X pκ{2q.

�

10.7. Observable Distance on mm-spaces. We want a metric on Mw to detect Levy
families. That is, we want a metric d such that pXnqn is a Levy family if and only if
dpXn, ˚q Ñ 0.

Remark 10.16. Observe that the Gromov-Wasserstein distance dGW,1 does not detect Levy
families. Recall that Sn is a Levy family and that

dGW,1pX , ˚q “
1

2
diam1pX q “

ż ż

dXµX b µX .

Since diam1pSnq “ π
2

for all n, this shows that dGW,1pSnq “ π
4
Û 0 even though it is a Levy

family.

Remark 10.17. Let I “ r0, 1q with 1-dimensional Lebesgue measure L1. It is a classical
fact that given X P Mw, there exists ϕX : I Ñ X such that ϕX#L1 “ µX . Any map like
that is called a parametrization of X .

Also given ϕX : I Ñ X, we can define the pullback map ϕ˚X : Lip1pX,Rq Ñ FpI,Rq by
ϕ˚Xf “ f ˝ ϕX .

Let FpI,Rq denote the set of all measurable functions f : I Ñ R.

Definition 10.18. The Ky Fan Metric on FpI,Rq is

dKFpf, gq “ inftρ ą 0|µXptx P X : |fpxq ´ gpxq| ě ρuq ď ρu.



LECTURE NOTES FOR MATH 8250 RANDOM METRIC SPACES SPRING 2019. 37

Definition 10.19. Let dH denote Hausdorff distance. Define the observable distance ,
denoted dconc on Mw by:

dconcpX ,Yq “ inf
ϕX ,ϕY

dKF
H

´

ϕ˚XLip1pX,Rq, ϕ˚Y Lip1pY,R
¯

where we view ϕ˚XLip1pX,Rq and ϕ˚Y Lip1pY,Rq as subsets of pFpI,Rq, dKFq.

Proposition 10.20. dconcpX , ˚q and ObsDiamκpX q are within a factor of 2 of eachother.

Theorem 10.21. pXnqn is Levy if and only if dconcpXn, ˚q Ñ 0.

11. Lecture 11. February 20. Sunhyuk Lim

11.1. Urysohn Universal Space. Presentation about Urysohn Universal Space by Samir
Chowdhury.

Fréchet-defined metric space„1905. Urysohn„1924, Hausdorff„1924 and Katětov„1986 de-
veloped the following theory.

Definition 11.1 (1 point extension). A metric space pX, dXq is given. Then, a metric space
pY, dY q is said to be one point extension of X if Y “ X \ tyu and dY |XˆX “ dX .

Definition 11.2 (1 point extension property [1EP]). We say a metric space pU, dUq has one
point extension property if @ finite subset X of U and any one point extension pY, dY q of X
such that Y “ X \ tyu, Du P U such that X Y tuu is isometric to Y .

Theorem 11.3 (Ultrahomogeneity). Let X, Y be serabale and complete metric spaces with
1EP. A is a finite subset of X, B is a finite subset of Y , and φ : A Ñ B is an isometry
between A and B. Then, D isometry Φ : X Ñ Y extending φ.

Proof. Since both X and Y are separable, there are countable dense subset SX Ď X and
countable dense subset SY Ď Y . Let

SX “ tx1, x2, . . . u

and
SY “ ty1, y2, . . . u.

φ : A Ñ B is given. Observe that since A Y tx1u is still a finite metric space, because
of the 1EP of Y , there exist v1 P Y and isometry f1 : A Y tx1u Ñ B Y tv1u. Also, since
B Y tv1u Y ty1u is a finite metric space, because of the 1EP of X, there exist u1 P X and
isometry Φ1 : A Y tx1u Y tu1u Ñ B Y tv1u Y ty1u. Repeat this process inductively. Then,
we have sequence of isometries Φn for each n P Zą0 where each Φn extends Φn´1. Finally,
define

Φ :“
ď

n

Φn : AY SX Ñ Y.

Obseve that SY Ď ImpΦq. Then, one can extend the domain of Φ by using the completeness.
�

Corollary 11.4. Suppose X and Y are separable, complete, and 1EP. Then X and Y are
isometric.

Proof. Take A “ B “ H in the previous proof. �
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Definition 11.5 (Urysohn universal space). A metric space pU, dUq is said to be Urysohn
universal if it is separable, complete and has one point extension property.

Remark 11.6. Any separable metric space can be isometrically embedded in Urysohn uni-
versal space pU, dUq (take a countable dense subset S “ ts1, s2, . . . u and use 1EP`completeness).

Theorem 11.7. A Urysohn universal space pU, dUq is a geodesic space. It means that, for
any two points a, b P U , there exist continuous γ : I “ rl, rs Ñ U such that γprq “ a, γplq “ b,
and dUpγptq, γpsqq “ |t´ s| for any t, s P I.

Proof. Consider closed interval I :“ r0, dUpa, bqs Ă R. Since I is separable, there exists
isometric embedding φ : I ãÑ U . Let l “ φp0q and r “ φpdUpa, bqq. Let f : tl, ru Ñ ta, bu be
the map such that fplq “ a and fprq “ b. This f is isometry so it can be extended to global
isometry Φ : U Ñ U . Then, ΦpφpIqq is geodesic from a to b. �

Remark 11.8. Do we have an example of complete, separable but not geodesic space (ques-
tion by Prof. Matt Kahle)? Yes, sphere with euclidean metric (answer by Osman).

Remark 11.9. In fact, Urysohn universal metric space pU, dUq has uncountably many
geodesics between any two points (& branching).

Now, we will construct Urysohn universal space.

Definition 11.10 (Katětov function). Let pX, dXq be a metric space. A function f : X Ñ R
is said to be Katětov function if it satisfies the following inequality:

fpxq ´ fpyq ď dXpx, yq ď fpxq ` fpyq

for any x, y P X.

Remark 11.11. In the above definition, observe that the first inequality actually implies
|fpxq ´ fpyq| ď dXpx, yq so that f is 1-Lipschitz. Also, the second inequality means f is
nonnegative.

We denote rEpXq :“ tAll Katětov functions on Xu.

Remark 11.12.

pone point extension of Xq ðñ rEpXq`

Let Y “ X Y tyu be one point extension of X. Let f : X Ñ R such that fpxq “ dY px, yq.

Verify f P rEpXq`. Conversely, given f P rEpXq`, Write Y “ X Y tyu and

dY pa, bq :“

$

’

&

’

%

dXpa, bq if a, b P X

0 if a “ y “ b

fpaq if a P X, b “ y

In other words, Katětov functions encode distance to a abstract point.

One can give metric structure on rEpXq in the following way: d
rEpXqpf, gq :“ supxPX |fpxq ´

gpxq|.
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Definition 11.13 (Katětov extension). pY, dY q is a metric space. X is a finite subset of Y .

f P rEpXq. We define

kf :Y ÝÑ R
y ÞÝÑ inf

xPX
pdY px, yq ` fpxqq

This kf is the Katětov extension of f .

Remark 11.14. Verify the following properties.

(1) kf “ f on X.

(2) kf P rEpY q.

Definition 11.15. We say f P rEpY q is supported onX Ď Y if we have fpyq “ infxPXpdY px, yq`
fpxqq @y P Y .

We denote

EpY q :“ tf P rEpY q : f is finitely supportedu.

Remark 11.16. (1) One can isometrically embed Y in EpY q by using the Kuratowski
embedding in the follwing way:

Y ãÑ EpY q

y ÞÑ fy

where fy : Y Ñ R is the map satisfying fpzq “ dY pz, yq. the support of fy is tyu.

(2) Let X be a finite subset of Y and f P EpXq “ rEpXq. Then, kf P EpY q.

(3) dEpY qpf, fyq “ fpyq. Here is the proof.

|fpzq ´ fypzq| “ |fpzq ´ dY pz, yqq| ď fpyq

for arbitrary z, y P Y so that we have supzPY |fpzq ´ fypzq| ď fpyq. Also,

fpyq “ |fpyq ´ fypyq| ď sup
zPY

|fpzq ´ fypzq|.

(4) Let X be a finite subset of Y and f P EpXq. Then,

dEpY qpkf , fxq “ kf pxq “ fpxq.

(5) Let X be a finite subset of Y . Any one point extension of X embeds isometrically in
EpXq and hence in EpY q.

Proposition 11.17. If Y is separable, then EpY q is separable ( rEpY q may not be).

Proof. Start by showing that for finite subset X Ď Y , EpXq is separable. Let f P EpXq,
then one can view f “

ř

xPX cx1x. Take functions which assume rational values for each cx,
then we havbe countable dense subset of EpXq.

Now, let EnpY q :“ tf P EpY q : |supppfq| ď nu for each n P Zą0. Then EpY q “
Ť

nEnpY q,
so it is also separable. �



40 LECTURERS: MATTHEW KAHLE AND FACUNDO MÉMOLI

Finally, we will construct Urysohn universal space in the following way:

Let Y be an arbitrary separable metric space. Define Y0 :“ Y , Y1 :“ EpY q, Y2 :“ EpY1q, . . . ,
and Y8 :“

Ť

n Yn. Take the metric completion Y8 of Y8. Then, Y8 is separable by the

previous proposition. So, to show that Y8 is the Urysohn universal space containing Y , it is
enough to show Y8 has 1EP.

Take d to be the supremum metric on Y8. For any f, g P Y8, take n large enough so that
f, g P Yn and dpf, gq “ dYnpf, gq.

Let X “ tx1, x2, . . . , xnu Ď Y8 and Z “ X Y tzu such that dZ |XˆX “ d|XˆX . Define

f :X Ñ R
x ÞÑ dZpx, zq

f P EpXq. Take katětov extension kf : Y8 Ñ R. Fix arbitrary ε ą 0. Pick y1, . . . , yn P Ympεq
such that dpxi, yiq ă ε for each i. Define

fε :ty1, . . . , ynu ÝÑ R
yi ÞÝÑ kf pyiq

Extend to get kfε : EpYmpεqq Ñ R. So kfε P Ympεq`1. We want to show tkfεuε has Cauchy
property.

Let ε, η ą 0. Then we have fε : ty1, . . . , ynu ÝÑ R with dpxi, yiq ă ε and fη : tz1, . . . , znu ÝÑ
R with dpxi, ziq ă η. Let M :“ maxpmpεq,mpηqq. Then, A Y B Ă YM . Now we want to
bound |kfε ´ kfη | for all y P YM . We have,

kfεpyq “ inf
aPA
pdpa, yq ` fεpaqq

and

kfηpyq “ inf
bPB
pdpb, yq ` fηpbqq.

Then.

|kfεpyq ´ kfηpyq| “ | inf
aPA
pdpa, yq ` fεpaqq ´ inf

bPB
pdpb, yq ` fηpbqq|

Let α “ infaPApdpa, yq ` fεpaqq and β “ infbPBpdpb, yq ` fηpbqq. without loss of generality,
one can assume α ě β. Let i be such that dpzi, yq ` kf pziq “ kfεpyq. Then,

|kfεpyq ´ kfηpyq| ď |dpyi, yq ` kf pyiq ´ dpzi, yq ´ kf pziq|

ď |dpyi, yq ´ dpzi, yq| ` |kf pyiq ´ kf pziq|

ď 2pε` ηq

since vertdpyi, yq´dpzi, yq| ď dpyi, ziq by the triangle inequality and |kf pyiq´kf pziq| ď dpyi, ziq
from the definition of Katětov.

Thus, tkfεuε is cauchy. hence the limt exists in Y8. Call it y.

|dpkfε .fxiq ´ dpkfε .fyiq| ď |kfεpxiq ´ kfεpyiq| ď dpxi, yiq ă ε.



LECTURE NOTES FOR MATH 8250 RANDOM METRIC SPACES SPRING 2019. 41

So, as ε goes to 0,

lim
εÑ0
pkfε .fxiq “ lim

εÑ0
pkfε .fyiq

“ lim
εÑ0

kfεpyiq

“ lim
εÑ0

fεpyiq

“ lim
εÑ0

kf py
pεq
i q “ kf pxiq “ fpxiq.

Thus dpy, fxiq “ fpxiq “ dZpz, xiq.

Addendum from Samir Chowdhury:

An application:

Sunhyuk asked after class if I knew any applications of the Urysohn universal space. Here
is one that I know.

We’ve been talking about the collection of compact metric spaces equipped with with dGH.
Question: is the collection of all compact metric spaces a set? One proof providing a positive
answer to this question is obtained via the Urysohn space U: simply embed every compact
metric space into U. Then the collection of all compact metric spaces is a subset of the metric
space U, and is therefore a set.

Non-unique/branching geodesics:

Here is a quick proof (taken from a Melleray paper) of the fact that there are uncountably
many geodesics between any two points in U:

Let a ‰ b P U , and let ` “ dUpa, bq. Let γ be a geodesic in U from a to b, and let m be its
midpoint. Then γ has length `.

Let ε ą 0.

Next define a map fε : ta, b,mu Ñ as follows: a ÞÑ `{2, b ÞÑ `{2, and m ÞÑ ε.

Then fε is Katetov. We have:

|fεpaq ´ fεpbq| “ |`{2´ `{2| “ 0 ď dUpa, bq “ ` ď fεpaq ` fεpbq,

and also
|fεpaq ´ fεpmq| “ |`{2´ ε| ă dUpa,mq ă `{2` ε “ fεpaq ` fεpmq.

Then f corresponds to a 1-point metric extension, so there exists z P U such that dUpa, zq “
`{2, dUpb, zq “ `{2, and dUpz,mq “ ε. But then z is on a geodesic from a to b that is different
from γ.

Bonus: this example can be adapted to produce branching geodesics in U . Even worse, these
geodesics may be made to branch uncountably often.

12. Lecture 12. Februray 25. Mario Gomez

Definition 12.1 (Urysohn Universal Space). A metric space pU, dUq is called Urysohn Universal
if it is Polish (that is, complete and separable) and satisifies:
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(1) (Universality) Every separable m.s. X has an isometric embedding X ãÑ U .

(2) (Homogeneity) Every isometry between finite sets of points extends to an isometry
of the whole space.

Remark 12.2.

(1) We have previously shown that the Urysohn Universal space exists and is unique up
to isometry.

(2) We need both universality and homogeneity in order to get the Urysohn space. For
example, Cr0, 1s with the supremum norm satisfies universality, but not homogeneity.

Today’s goal: “Sufficiently random” finite metric spaces converge to the Urysohn Universal
space with probability 1. We will define what we mean by sufficiently random and under
which probability measure.

12.1. Random Distance Matrices.

Definition 12.3. Let

R “ tprijq
8
i,j“1 : rii “ 0, rij ě 0, rij “ rji, rik ` rkj ě rij, @i, j, ku.

Elements of R are called distance matrices (dm for short). r P R is proper if there are no
0’s off the main diagonal.

Remark 12.4.

(1) Every dm determines a semimetric on N. The conditions in the definition of R
are reflexivity, nonnegativity, symmetry, and the triangle inequality, respectively.
Additionally, a proper dm determines a metric.

1 2 3 ¨ ¨ ¨
¨

˚

˚

˝

˛

‹

‹

‚

1 0 r12 r13 ¨ ¨ ¨

2 0 r23

3 0
...

. . .

For example, r12 is the distance between 1 and 2.

(2) R is a convex cone in the vector space of infinite real matrices, so we will call it the
cone of dm’s.

Definition 12.5. Rn “dm’s of order n.

As above, every r P Rn determines a (semi)metric on the space Xr consisting of n points.
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Let’s define a function pm,n : MS
m ÑMS

n , where MS
k is the set of symmetric matrices of order

k. Given r PMS
m, we write pm,nprq for the northwest corner of r of order n.

r “

1 ¨ ¨ ¨ n ¨ ¨ ¨ m
¨

˚

˚

˚

˚

˝

˛

‹

‹

‹

‹

‚

1

pm,nprq
...
n
...
m

Notice that pm,npRmq “ Rn. We define analogously pn : MS
N ÑMS

n , where pnpRq “ Rn.

Remark 12.6. The cones Rn are invariant under conjugation by elements of Sn (that is,
when rows and columns are permuted simultaneously).

Example 12.7. R1 “ t0u, and R2 “ tp
0 r
r 0 q : r ě 0u – Rě0.

Definition 12.8 (Admissible Vectors). Let r “ prijq
n
i,j“1 P R. A vector ~a “ paiq

n
1 P Rn is

admissible if the matrix obtained by attaching ~a to r as the last row and column is a distance
matrix of order n` 1.

Notation 12.9.

‚ Aprq “ set of admissible vectors for a fixed dm r.

‚ r~a is the matrix obtained by attaching ~a as described.

r~a “

¨

˚

˚

˚

˚

˝

0 r12 ¨ ¨ ¨ r1n a1

r21 0 a2
...

. . .
...

...
rn1 ¨ ¨ ¨ 0 an
a1 a2 ¨ ¨ ¨ an 0

˛

‹

‹

‹

‹

‚

Remark 12.10.

(1) The projection pn`1,n recovers the original matrix: pn`1,npr
~aq “ r.

(2) The (semi)metric space Xr~a is a one point extension of Xr.

(3) The admissibility of ~a P Rn, for a fixed r P Rn, is equivalent to the system

|ai ´ aj| ď rij ď ai ` aj, (8)

for all i, j “ 1, . . . , n. Thus, Aprq “ tpaiq
n
1 P Rn that satisfy p8qu.

Notice that the system above is very similar to the Katětov condition. Indeed, if we
write Xr “ t1, . . . , nu, its metric as dXrpi, jq “ rij, and define fpiq “ ai, then f is a
Katětov function as per Definition 11.10.

Definition 12.11 (Projections). Given r P Rn and n ă N , we define the projection

χrn : Aprq Appnprqq

pbiq
N
i“1 pb1, . . . , bnq.
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Lemma 12.12 (Ammalgamation Lemma). Let r P Rn. For any two ~a,~b P Aprq, there exists

h P Rě0 such that ~b1 “ pb1, . . . , bn
l jh n

~b

, hq P Apr~aq.

¨

˚

˚

˚

˚

˚

˚

˝

0 r12 ¨ ¨ ¨ r1n a1 b1

r21 0 a2 b2
...

. . .
...

...
...

rn1 ¨ ¨ ¨ 0 an bn
a1 a2 ¨ ¨ ¨ an 0 h
b1 b2 ¨ ¨ ¨ bn h 0

˛

‹

‹

‹

‹

‹

‹

‚

In other words, it doesn’t matter in what order we attach ~a,~b to r. We can always expand ~b

so that ~b1 is still admissible by r~a.

Proof. Consider two finite metric spaces X “ ptx1, . . . , xnu, ρ1q, Y “ pty1, . . . , ynu, ρ2q,
and assume that the subspaces tx1, . . . , xn´1u and ty1, . . . , yn´1u are isometric (that is,
ρ1pxi, xjq “ ρ2pyi, yjq for i, j “ 1, . . . , n ´ 1). We claim that we can find a metric space
Z “ ptz1, . . . , zn´1, zn, zn`1u, ρq and isometries I1 : X Ñ Z, I2 : Y Ñ Z such that
I1pxiq “ I2pyiq “ zi for i “ 1, . . . , n ´ 1, I1pxnq “ zn and I2pynq “ zn`1. Z can be any
set with pn ` 1q, so the real problem is choosing an appropriate metric. Notice, though,
that ρ on tz1, . . . , zn´1u is already given by ρ1 and ρ2. Moreover, ρpzi, znq “ ρ1pxi, xnq and
ρpzi, zn`1q “ ρ2pyi, ynq because I1, I2 are isometries. Thus, to build ρ we only have to find
a suitable h “ ρpzn, zn`1q ě 0. For that purpose, we have the following inequality for all
i, j “ 1, . . . , n´ 1:

ρ1pxi, xnq ´ ρ2pyi, ynq ď ρ1pxi, xjq ` ρ1pxj, xnq ´ ρ2pyi, ynq

“ ρ1pxj, xnq ` ρ2pyi, yjq ´ ρ2pyi, ynq

ď ρ1pxj, xnq ` ρ2pyj, ynq.

The two inequalities above are a consequence of the triangle inequality on ρ1 and ρ2, respec-
tively. Then:

M “ max
i
|ρ1pxi, xnq ´ ρ2pyi, ynq| ď min

j
|ρ1pxj, xnq ` ρ2pyj, ynq| “ m,

so that we can choose an arbitrary h P rM,ms and set ρpzn, zn`1q “ h. Rephrasing the
above inequality in terms of elements of Z shows that ρ satisfies the triangle inequality and
is, indeed, a metric. This establishes the claim.

Now, assume r P Rn´1,~a,~b P Aprq and write Xr~a “ tx1, . . . , xnu and Y
r~b
“ ty1, . . . , ynu.

The claim gives a third space Z in which h “ ρpzn, zn`1q ě 0 is the number required by the
lemma. �

Lemma 12.13. For n ă N and r P RN , χrn is an epimorphism Aprq� Appnprqq. In other

words, for all ~a P Appnprqq, there exists pbn`1, . . . , bNq such that~b1 “ pa1, . . . , an, bn`1, . . . , bNq P
Aprq.
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Proof. We can represent r P RN as a sequence of admissible vectors rpkq of increasing lengths
k, where rpkq P Appkprqq:

rpkq
¨

˚

˚

˚

˚

˚

˚

˝

˛

‹

‹

‹

‹

‹

‹

‚

0 r12 ¨ ¨ ¨ r1,k`1 ¨ ¨ ¨

r21 0
...

. . .
...

rk1 rk,k`1

0
...

The conclusion follows by repeatedly applying the amalgamation lemma (12.12) to ~a and
rpnq, rpn ` 1q, . . . , rpNq (every rpkq is admissible for the previous distance matrix pk´1prq).

�

Now, to consider probability we take as input an arbitrary probability measure γ on Rě0.
The idea of the method is to construct arbitary measures on matrices. For that we determine
the distribution of the first row and successively determine the conditional measures of the
entries. More explicitly, we start with the 1 point metric space t1u. To add new points
n “ 2, 3, . . . , we set the distance rn from n to 1 to be a random variable Ln i.i.d. with
distribution γ.

12.2. Universal Distance Matrices.

Definition 12.14.

(1) r P R is a universal distance matrix if for all ε ą 0, n P N, and ~a P Appnprqq,
there exists m P N such that maxi“1,...,n |rim ´ ai| ă ε. That is, for every n P N,
tprijq

n
i“1u

8
j“n`1 is everywhere dense in Appnprqq.

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 r12 ¨ ¨ ¨ a1
Distanceăε
ÐÝÝÝÝÝÑ r1m ¨ ¨ ¨

r21 0
...

. . .
...

...
...

rn1 an
Distanceăε
ÐÝÝÝÝÝÑ rnm ¨ ¨ ¨

... 0 ¨ ¨ ¨
...

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

(2) r P R is almost universal if for all n P N, the set tprik,isq
n
k,s“1u of order n submatrices

of r if dense in Rn.

Lemma 12.15. Universal distance matrices are Almost universal, but not conversely.

Theorem 12.16.

(1) The completion pUr, ρrq of pN, rq with metric determined by a universal proper dis-
tance matrix r is the Urysohn Universal Space.
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(2) For any 2 universal proper distance matrices r, r1, the completions of pN, rq and pN, r1q
are isometric.

12.3. Universality of Almost All Distance Matrices.

Theorem 12.17. The measures νλ (constructed inductively in paper) are concentrated on
the set of universal matrices. That is, almost every distance matrix (with respect to the
measures νλ) is universal.

This is the precise formulation of the statement at the start of the lecture: almost every
random metric space converges to the Urysohn universal space with probability 1. Lastly
we have:

Theorem 12.18. The completion of the random countable metric space N is the Urysohn
space with probability 1.

13. Lecture 13. February 27. Scribe Francisco Martinez

13.1. The Rado Graph.

Definition 13.1 (Rado Graph). The Rado Graph, denoted in this lecture as R, is the
countably infinite graph with vertex set Z` and edges x „ y if and only if, for x ă y, the
xth binary digit of y is 1 (reading from right to left).

Example 13.2. We can characterize the set ty : x „ y, x ă yu in R using congruences
modulo 2x, for instance:

‚ 1 „ y if and only if y is odd.

‚ 2 „ y if and only if y ” 2 or 3 mod 4.

‚ 3 „ y if and only if y ” 4, 5, 6, or 7 mod 8

Note 13.3. When consider only the first n vertices, the first few numbers are connected to
roughly half of the vertices.

Properties of the Rado Graph.

(1) Universality: If H is a finite (or countable) graph, then there exists an embedding
H ãÑ R as an induced subgraph.

(2) Homogeneity: If f : H Ñ H 1 is an isomorphism between any finite induced sub-
graphs of R, then f extends to an automorphism of R.

(3) One point extension: Let U, V be finite graphs such that U is an induced subgraph
of V and V has precisely one more vertex than U , i. e. verticespV q “ verticespUqYtvu.

If f : U ãÑ R is an embedding as an induced subgraph, then f extends to f̃ : V ãÑ R
as an induced subgraph.

(4) If U, V are disjoint finite vertex subsets of R, then there exists a vertex x such that
x is adjacent to every vertex of U and is adjacent to no vertex of v.

Note 13.4.
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‚ Property (4) implies (3): For U and V as described in (3), partition the vertices of

U into A “ NV pvq and B “ verticespUqzA. Then define f̃pvq as the vertex x that is
adjacent to all fpAq and not to any vertex in fpBq.

‚ Property (3) implies (2): the extension can be built using a back and forth argument,
similar to the proof of Ultrahomogeneity of the Urysohn Universal Space given in
lecture 11 (Theorem 13.3).

Other constructions/definitions of R.

Inductive Definition of R

Definition 13.5 (Inductive definition of R).

‚ Stage 1: R1 has 1 vertex.

‚ Stage 2: To get R2, add two independent vertices to R0, connect one of them to the
old vertex, and leave the other one independent.

...

‚ Sage n+1: To get Rn`1, add 2an independent vertices to Rn, where an is the number of
vertices in Rn. Connect each new vertex with old vertices, such that the neighborhood
sets realize all possible subsets of vertices in Rn.

Finally R “
Ť8

i“0 Ri.

Note 13.6.

‚ Property (4) follows easily from this definition: if U, V Ă Rn, then one of the vertices
added in the next stage satisfies the property.

‚ As above, if an is the number of vertices in Rn, this defines an integer sequence: a1 “ 1
and an`1 “ an ` 2an for n ě 1. More on this sequence at The online encyclopedia of
integer sequences.

Random Construction of R

Similar to the finite Erdős-Rényi graphs Gpn, pq (see Lecture 4), they also studied a random
countably infinite graph. This graph has as vertex set N, and each edge is included indepen-
dently at random with probability p “ 1{2. The following result states its relationtip with
the Rado graph.

Theorem 13.7. Almost surely, the countably infinite random graph is isomorphic to R.

Note 13.8.

‚ In this construction, the properties of Universality and One point extension follow
easily:

– Universality: Let H be a finite graph with n vertices. The probability that
H is not isomorphic to the subgraph induced by t1, 2, . . . , nu in the Countably
Infinite Random Graph is some number q ă 1. The probability it is not the
subgraph induced by tn ` 1, n ` 2, . . . , 2nu is also q and is independent from
the first. So the probability it is not isomorphic to either one reduces to q2.

https://oeis.org/A034797
https://oeis.org/A034797
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Continuing this process, we see it must be isomorphic to some subgraph tam`
1, am` 2, . . . , pa` 1qmu for some m P N with probability 1.

– One point extension: follows from property (4). Given U, V Ă N disjoint, for
any point x outside U and V , the probability it is adjacent to all vertices in U
and none in V is some fixed positive number. Since this value is the same for all
x and independent, the probability that at least one point satisfies the property
must be 1.

‚ Almost surely, for any choice of the edge probability 0 ă p ă 1 we get the same graph
(up to isomorphisms).

Metric Geometry Point of View.
Recall we can turn R intro a metric space by giving it the shortest path metric. Note that
the diameter of the Rado graph is 2: by property (4) for every pair of non-adjacent vertices,
there exists a third vertex adjacent to both. Hence the Rado graph takes only 0, 1 and 2
distances.

Note 13.9. The Rado graph is Universal for metric spaces (finite or countable) that only
realize distances 0, 1 and 2.

Exercise 13.10. Show that the clique complex of R is contractible.

Note 13.11. The Rado graph has self similarity properties. For example, if we partition the
vertices of R into two disjoint sets U and V , then there exists an induced subgraph either
in U or V , that is isomorphic to R.

Open Questions/Projects.

(1) Consider the filtration of R given by the first definition. Take the clique complex
(Vietoris-Rips complex) of this filtration. What is the persistence Homology? Does
it have any fractal-like structure?

(2) Given the same order on the vertices, let fpnq be the size of the longest clique within
the first n vertices. Similarly, let gpnq be the size of the largest independent set up
to vertex n. What is the asymptotic behaviour of fpnq and gpnq as nÑ 8?

13.2. Recap: Observable Distance.
Recall that the metric dconc defined on Mw detects Levy families, because of its relation with
the observable diameter. We now prove proposition 10.20:

Proposition (10.20). For every X PMw,

dconcpX , ˚q ď ObsDiampX q ď 2 dconcpX , ˚q.

Where ObsDiampX q :“ inf
κą0

max tκ,ObsDiamκpX qu

Note 13.12. Recall the definition of dconc:
Given a mm-space X “ pX, dX , µXq, let ϕX : I “ r0, 1s Ñ X be a parametrization, i.e. a
map such that ϕX#L1 “ µX . The pullback sends any 1-Lipschitz map f P Lip1pX,Rq to a
measurable function ϕ˚Xf “ f ˝ ϕX : pI,L1q Ñ pX,µXq. Thus ϕ˚XpLip1pX,Rqq Ă FpI,Rq,
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where FpI,Rq is the set of all measurable functions from I to R, endowed with the Ky Fan
metric.

Thus, given two mm-spaces X ,Y PMw, we defined

dconcpX ,Yq “ inf
ϕX ,ϕY

dKFH pϕ˚XLip1pX,Rqq, ϕ˚Y Lip1pY,Rqqq

Where dKfH is the Hausdorff Distance induced by the Ky Fan metric.

Note 13.13. Recall the Ky Fan metric:
For f, g P FpI,Rq, and ε ą 0 let

Qpεq “ L1 ptt P I : |fptq ´ gptq| ě εuq .

Then the Ky Fan metric is dKF “ inf tε ą 0 : Qpεq ď εu.

Proposition 10.20. We just prove the first inequality: dconcpX , ˚q ď ObsDiampX q.

Assume ObsDiamκpX q ă ε, for some ε ą 0. That means

sup
fPLip1pX,Rq

PartDiam1´κ pf#µXq ă ε.

Fix any f P Lip1pX,Rq, so PartDiampf#µXq ă ε. By definition, there exists a set Aε Ă R
with diampAεq ă ε and pf#µXpAεq ě 1´ κ. By letting a “ infpAεq and b “ suppAεq, we get
an interval such that b´ a ă ε and f#µXpra, bsq ě 1´ κ.

On the other hand, note Lip1p˚,Rq “ R. We claim the following expression, which can be
deduced from the definition of Hausdorff distance:

dKFH pϕ˚XLip1pX,Rq,Rq “ sup
fPLip1pX,Rq

inf
cPR

dKF pf, cq.

Take c “ pa ` bq{2, so ra, bs Ă
“

c´ ε
2
, c` ε

2

‰

. Thus f#µX
`“

c´ ε
2
, c` ε

2

‰˘

ě 1 ´ κ and

diam
`“

c´ ε
2
, c` ε

2

‰˘

ď ε. Then note

f#µX

´”

c´
ε

2
, c`

ε

2

ı¯

“ µX

!

x P X : |fpxq ´ c| ď
ε

2

)

ě 1´ κ,

so

µX

!

x P X : |fpxq ´ c| ě
ε

2

)

ď κ ď maxpκ, ε{2q

µX

!

x P X : |fpxq ´ c| ě maxpκ,
ε

2
q

)

ď maxpκ, ε{2q

So infcPR dKF pf, cq ď maxpκ, ε{2q, and this same holds for every f P Lip1pX,Rq. Then, if we
let εÑ ObsDiamκpXq, we get

dconcpX, ˚q ď maxpκ,ObsDiamκpXqq

And since this inequality holds for all κ, taking the infimum proves the desired result. �

14. Lecture 14. March 4. Samir Chowdhury

Notes from a lecture given by Osman Okutan, based on results from Shioya’s book.
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14.1. Main result. Notation: Snprq denotes the metric measure space with the following:

‚ standard n-dimensional sphere of radius r in Rn`1

‚ σn normalized Riemannian measure

‚ γk standard k-dimensional Gaussian measure on Rk with density function

dγk “
1

p2πqk{2
e´

}x}22
2 dx.

‚ Iprq “ γ1pr0, rsq.

Theorem 14.1 (Theorem 2.21 in Shioya’s book). For any 0 ă κ ă 1, we have:

(1)

lim
nÑ8

ObsDiamκpS
n
p
?
nqq “ PartDiam1´κpR, γ1

q “ 2I´1
p
1´ κ

2
q.

(2)

ObsDiamκpS
n
p1qq “ Opn´1{2

q.

Hence Snp1q is a Levy family.

14.2. Review of partial and observable diameter.

Definition 14.2. Let pX, d, µq be an mm-space.

‚ For α ă 1, define

PartDiamαpXq :“ inftdiampAq : A Ď X,µpAq ě αu.

‚ For κ ą 0,

ObsDiamκpXq “ suptPartDiam1´κpR, f#µq : f : X Ñ R 1-Lipschitzu.

‚ pXnqn is called a Levy family if ObsDiamκpXnq Ñ 0 as nÑ 8 for each 0 ă κ ă 1.

Definition 14.3 (Lipschitz order). Let X, Y be mm-spaces. We say X is dominated by Y
and write X ă Y if there exists a 1-Lipschitz function F : Y Ñ X such that F#µY “ µX .

Proposition 14.4 (Prop 2.18 in Shioya). Let X ă Y , and let κ ą 0. Then,

(1)

PartDiam1´κpXq ď PartDiam1´kpY q.

(2)

ObsDiamκpXq ď PartDiam1´κpXq.

(3)

ObsDiamκpXq ď ObsDiamκpY q.
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Proof. Fix F : Y Ñ X 1-Lip such that F#µY “ µX .

For the first assertion, take A Ď Y measurable such that µY pAq ě 1´κ. Consider F pAq Ď X.

Then µXpF pAqq “ µY pF
´1pF pAqqq ě µY pAq “ 1´ κ.

Also, diampF pAqq “ diampF pAqq ď diampAq.

Thus PartDiam1´κpXq ď diampF pAqq ď diampAq.

Infimizing over A, we get PartDiam1´κpXq ď PartDiam1´κpY q.

For the second assertion, take f : X Ñ R 1-Lip. Then pR, f#dµXq ă X. Thus we have
PartDiam1´κpR, f#µXq ď PartDiam1´κpXq.

Taking supremum over f , we get ObsDiamκpXq ď PartDiam1´κpXq.

For the third assertion, take f : X Ñ R 1-Lip and define rf :“ f ˝ F . Then we have:

PartDiam1´κpR, f#µXq “ PartDiam1´κpR, rf#µY q ď ObsDiamκpY q.

Taking supremum over f , we get ObsDiamκpXq ď ObsDiamκpY q.

�

Proposition 14.5 (Proposition 2.19 in Shioya). Let X “ pX, d, µq be an mm-space. For
t ą 0, let tX “ pX, td, µq. Then ObsDiamκptX q “ tObsDiamκpX q.

14.3. Two statements for proving the main result. Notation: πn,k : Snp
?
nq Ñ Rk

denotes projection onto the first k coordinates.

Definition 14.6 (Convergence of measures). Let X be a metric space and let µ, pµnqnPN be
Borel measures. We say µn weakly converges to µ if

lim
nÑ8

ż

X

fdµn “

ż

X

fdµ

for all continuous, bounded test functions f .

We say µn vaguely converges to µ if the above condition holds for all continuous functions
with compact support.

Proposition 14.7 (Maxwell-Boltzmann distribution law). For d P Zě0, we have

lim
nÑ8

dpπn,kq#pσ
nq

dx
“
dγk

dx
.

In particular, pπn,kq#σ
nq Ñ γk weakly as nÑ 8.

Theorem 14.8 (Normal law in the way of Levy). Let fn “ Snp
?
nq Ñ R for n P N be 1-Lip.

Assume that for a subsequence tfniu, the pushforwards pfniq#σ
ni converge vaguely to a Borel

measure σ8 on R.

If σ8 is not identically zero, then pR, σ8q ă pR, γ1q. In other words, there exists α : RÑ R
1-Lip such that α#γ

1 “ σ8.
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Proof of Theorem 14.1. We start with the first assertion. Consider the projection map πn,1 :
Snp
?
nq Ñ R. We have:

ObsDiamκpS
n
p
?
nqq ě PartDiam1´κpR, pπn,1q#pσnqq

lim inf
nÑ8

ObsDiamκpS
n
p
?
nqq ě lim inf

nÑ8
PartDiam1´κpR, pπn,1q#pσnqq (˚)

“ PartDiam1´κpR, γ1
q

“ 2I´1
p
1´ κ

2
q

Here the equality following p˚q assumes that PartDiam is continuous with respect to weak
convergence of measures.

Now take fn : Snp
?
nq Ñ R 1-Lip such that ObsDiamκpS

np
?
nqq „ PartDiam1´κpR, pfnq#pσnqq.

Here „ means the we take the quantities to be as close as we need.

Pick a subsequence tfniu such that

lim sup
nÑ8

ObsDiamκpS
n
p
?
nqq “ lim

iÑ8
PartDiam1´κpR, pfniq#pσnqq

and pfniq#pσ
nq weakly converges to some σ8 (which is nonzero by the above lim inf calcula-

tion). Then

lim sup
nÑ8

ObsDiamκpS
n
p
?
nqq “ PartDiam1´κpR, σ8q ď PartDiam1´κpR, γ1

q “ 2I´1
p
1´ κ

2
q.

The second part of the theorem follows from the first part and the rescaling property of
ObsDiam. �

14.4. Proof of the Maxwell-Boltzmann distribution law. Consider the projection
πn,kpS

np
?
nqq Ñ Rk. We wish to show pπn,kq#pσ

nq Ñ γk.

Now pπn,kq
´1pxq is isometric to the pn ´ kq-dimensional sphere with radius pn ´ }x}22q

1{2.
Then we have:

dpπn,kq#σ
n

dx
“

voln´kpπ
´1
n,kpxqq

volnpSnp
?
nq

“
pn´ }x}22q

n´k
2

ş

pn´ }x}22q
n´k
2 dx

.

As nÑ 8, the latter converges to

e´
}x}22
2

ş

Rk e
´
}x}22
2 dx

“
1

p2πqk{2
e´

}x}22
2 .

15. Lecture 15. March 6. Osman Okutan

Notes from a lecture given by Kritika Singhal.
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15.1. The Box Distance.

Definition 15.1 (The Box Distance). Let X “ pX, dX , µXq and Y “ pY, dY , µY q be metric
measure spaces. Let I :“ r0, 1q with the Lebesgue measure L. For λ ą 0, the box distance
˝λpX ,Yq is defined by

˝λpX ,Yq :“ inftε ą 0 :DϕX : I Ñ X, ϕY : I Ñ Y such thatpϕXq#L “ µX , pϕY q#L “ µY ,

DIε Ď I measurable satisfying |ϕ˚XdXpt, sq ´ ϕ
˚
Y dY pt, sq| ă ε @t, s P Iε,

LpIcε q ă λεu.

Theorem 15.2. ˝1 is a complete metric on Mω, up to isomorphism of mm-spaces.

Proposition 15.3. ˝1 ě dconc.

Example 15.4. ˝1pS
n, Sn`1q Ñ 0 as nÑ 8. Note that for any ε ą 0, µSn`1ppSnqεq Ñ 1 as

nÑ 8.

Exercise 15.5. Estimate ˝1pS
n, Smq.

15.2. Estimates of Box Distance by Kei Funano.

Definition 15.6 (Uniformly distributed Borel probability measure). A Borel probability
measure µ on a metric space X is called uniformly distributed if for each x and x1 in X and
r ą 0,

µpBpx, rqq “ µpBpx1, rqq.

Lemma 15.7. Let pX, dX , µXq and pY, dY , µY q be mm-spaces such that µX and µY are uni-
formly distributed Borel probability measures. Let νXprq (resp. νY prq) denote the measure of
a closed ball of radius r ą 0 in X (resp. Y ). If νXpa` cq ď p1´ cqνY pa{2q for some a, c ą 0
and c ă 1, then

˝1pX, Y q ě c.

Proof. Suppose ˝1pX, Y q ă c. Then there exists a compact subset T Ď r0, 1s and parameters
ϕX : r0, 1s Ñ X and ϕY : r0, 1s Ñ Y such that the following hold:

‚ L ą 1´ c,

‚ ϕX |T and ϕY |T are continuous,

‚ For all s and t in T ,

|dXpϕXpsq, ϕXpsqq ´ dY pϕY psq, ϕY ptqq| ď ε.

Note that ϕXpT q is compact.

Let

l :“ maxtk P N : Dppiq
k
i“1 P ϕY pT q such that Bppi, a{2q XBppj, a{2q “ H @i, j distinctu.

Let tp1, . . . , plu Ď ϕY pT q such that for all distinct i and j in t1, . . . , lu,

Bppi, a{2q XBppj, a{2q “ H.
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We have,

µY p
l
ď

i“1

BY ppi, a{2qq “
l
ÿ

i“1

µY pBppi, a{2qq

“ l νY pa{2q ď 1.

Therefore,

l ď
1

νY pa{2q
.

We also have ϕY pT q Ď Y
l
i“1BY ppi, aq.

For i P t1, . . . , lu, fix ti P T such that pi “ ϕY ptiq. Then, we have the following:

Claim 15.8. ϕXpT q Ď
Ťl
i“1BXpϕXptiq, a` cq.

Proof of Claim. Let x P ϕXpT q. There exists sx P T such that ϕXpsxq “ x. There exists
k P 1, . . . , l such that dY ppk, ϕY psxqq ď a, in other words dY pϕY ptkq, ϕY psxqq ď a. Therefore,

dXpϕXptkq, xq “ dXpϕXptkq, ϕXpsxqq ď a` c.

This proves the claim. �

We obtain

1 ď

řl
i“1 µXpBXpϕXptiq, a` cq

µXpϕXpT qq

“ l
νXpa` cq

µXpϕXpT qq
ď

νXpa` cq

νY pa{2qµXpϕXpT qq

ď
νXpa` cq

νY pa{2qLpT q
ă

νXpa` cq

νY pa{2qp1´ cq
.

This is a contradiction. Therefore, ˝1pX, Y q ě c. �

Theorem 15.9 (Bishop-Gromov volume comparison theorem). Let M be a complete n-
dimensional Riemannian manifold such that RicM ě pn´1qK. Let Mn

K be the n-dimensional
simply connected space of sectional curvature K. Then, for any p in M and pK in Mn

K, we
have

ϕprq :“
volMpBpp, rqq

volMn
K
pBppK , rqq

is non-increasing on p0,8q and as consequence

volMpBpp, rqq ď volMn
K
pBppK , rqq @r ą 0.

Lemma 15.10. Let M (resp. N) be an m-dimensional (resp. n-dimensional) compact
Riemannian manifold having a uniformly distributed Riemannian volume measure. Assume
that RicM ě pm ´ 1qK1 ą 0 and RicN ą 0. Let aN :“ volpNq{volpSnq. If 0 ă c ă 1 is such
that

cn´m ď
p1´ cqnaNpK1q

m{2Γppm` 1q{2qΓpn{2q

m2m`1πm´1Γpm{2qΓppn` 1q{2q

and c
?
K1 ď π, then ˝1pM,Nq ě C.



LECTURE NOTES FOR MATH 8250 RANDOM METRIC SPACES SPRING 2019. 55

Proof. For r ą 0, ;et νMprq “ µMpBpx, rqq for x P M and νNprq “ µNpBpy, rqq for y P N .
By Bishop-Gromov volume comparison theorem, we have

νMpc{2q “ µMpBMpx, c{2qq

“
volpBMpx, c{2qq

volpMq

ě
volpBMm

K1
px1, c{2qq

volpMm
K1
q

“
volpSm´1q

volpSmq

ż c
?
K1{2

0

sinm´1 θdθ.

Since c
?
K1 ď π, if θ P r0, c

?
K1{2s, then c P r0, π{2s and sin θ ě 2θ{π. Hence,

νMpc{2q ě
volpSm´1q

volpSmq

cmpK1q
m{2

2mm

2m´1

πm´1
.

Since

volpSnq “
2πpn`1q{2

Γppn` 1q{2q

, we get

νMpc{2q ě
Γppm` 1q{2q

Γpm{2q

cmK
m{2
1

2mπm´
1
2

.

Let K2 ą 0 be such that RicN ě pn´ 1qK2 ą 0. We have

νNp2cq “
volpBNpy, 2cqq

volpNq
ď

volpBMn
K2
py, 2cqq

volpNq

“
volpSn´1q

aNpK2q
n{2volpSnq

ż 2c
?
K2

0

sinn´1 θdθ

ď
volpSn´1q

volpSnq

p2cqnpK2q
n{2

naNpK2q
n{2

“
p2cqnπn{2Γppn` 1q{2q

naNπpn`1q{2Γpn{2q

Hence,

νNp2cq ď p1´ cqνMpc{2q.

By letting a “ c in Lemma 15.7, we get

˝1pM,Nq ě c.

�

Proposition 15.11. Let pnkq
8
k“1 and pmkq

8
k“1 be sequences of natural numbers such that

nk ď c1k, mk ď c2k and |nk ´mk| ě c3k for some c1, c2, c3 ą 0, for all k P N. Then, both
lim infkÑ8 ˝1pS

nk , Smkq and lim infkÑ8 ˝1pCP nk ,CPmkq are greater than or equal to

minp2´c1{c3π´c2{c3 , 2´c2{c3π´c1{c3q.

Proof. Without loss of generality we can assume that nk ě mk for all k P N. Since 0 ă c ă 1,
cnk´mk ď cc3k. Substituting n “ nk,m “ mk we obtain

p1´ cqnkΓppmk ` 1q{2qΓpnk{2q

mk2nk`1πmk´1Γpmk{2qΓppnk ` 1q{2q
ě p1´ cq2´c1k´1π´c2k`1 Γpnk{2q

Γppnk ` 1q{2q
.
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If

c ď

˜

p1´ cqnkΓpnk{2q

2mkΓppnk ` 1q{2q

¸
1
c3k

2´c1{c3πp´c2{c3q`p1{kq,

we get ˝1pS
nk , Smkq ě c.

˜

1´ c

2

nk
2mk

Γpnk{2q

Γppnk ` 1q{2q

¸
1
c3k

Ñ 1 as k Ñ 8.

For k large enough, we have

2´c1{c32´c2{c3 “ c ď

˜

1´ c

2

nk
2mk

Γpnk{2q

Γppnk ` 1q{2q

¸
1
c3k

2´c1{c3π
´c2
c3
` 1
c3k .

This completes the proof for spheres. For CP n, use the same strategy along with the fact
volpCP nq “ πn{n!. �

16. Lecture 16. March 18th. Zhengchao Wan

Notes from a lecture given by Sunhyuk Lim.

Reference.

‚ Metric Measure Geometry, Section 2.6 (Shioya)

‚ Estimates of eigenvalues of the Laplacian by a reduced number of subsets (Funano)

Definition 16.1 (Separation Distance). Let X “ pX, dX , µXq be an metric measure space.
For any real numbers s0, s1, ¨ ¨ ¨ , sN ą 0 with N ě 1, we define the Separation Distance

SeppX ; s0, ¨ ¨ ¨ , sNq :“ sup

"

min
i‰j

dXpAi, Ajq :
A0, ¨ ¨ ¨ , AN are Borel subsets of X such that

µXpAiq ě si for each i “ 0, ¨ ¨ ¨ , N.

*

,

where for any subsets A,B Ă X, dXpA,Bq :“ infaPA,bPB dXpa, bq.

Remark 16.2. s0 ď s10, ¨ ¨ ¨ , sN ď s1N ñ SeppX ; s0, ¨ ¨ ¨ , sNq ě SeppX ; s10, ¨ ¨ ¨ , s
1
Nq.

Notations: denote M as a closed and connected Riemannian manifold.

‚ pM, dM, nvolMq: A mm-space with nvolM “
volM

volpMq
.

‚ ∆M: Laplacian operator on L2pMq X LippMq.

‚ λkpMq: k-th eigenvalue of ∆M.

Theorem 16.3.

SeppM; s0, ¨ ¨ ¨ , skq ď
2

a

λk ¨mini“0,¨¨¨ ,k si
.

Proposition 16.4. For any mm-space X “ pX, dX , µXq and any real number s ą 0,

ObsDiam2spX q ď SeppX ; s, sq.
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Corollary 16.5. Let M be a closed connected Riemannian manifold, then

ObsDiam2spMq ď SeppM; s, sq ď
2

a

λ1pMq ¨ s
.

Remark 16.6. If a set of closed connected Riemannian manifolds tMnu
8
n“1 satisfies λ1pMnq Õ

8 as nÑ 8, then tMnu
8
n“1 is a Lévy family.

Fact 16.7. k-th eigenvalue of Laplacian of Sn is kpk ` n ´ 1q. This implies that λ1pSnq “
nÕ 8 as nÕ 8.

The following facts are used to prove Theorem 16.3.

Facts. Let M be a closed connected Riemannian manifold.

(1) 0 “ λ0pMq ă λ1pMq ď λ2pMq ď ¨ ¨ ¨ Õ 8.

(2) (Rayleigh Quotient) For each k,

λkpMq “ inf
L

sup
uRLzt0u

Rpuq,

where L runs over all pk` 1q-dimensional Linear subspaces of L2pMq XLippMq and

Rpuq “
‖∇u‖2

L2pnvolMq

‖u‖2
L2pnvolMq

“

ş

Mx∇upxq,∇upxqydnvolMpxq
ş

M |upxq|2dnvolMpxq
,

where the gradient of a Lipschitz function exists almost everywhere because of Rademacher’s
theorem.

Proof of Theorem 16.3. Set s “ SeppX ; s0, ¨ ¨ ¨ , skq for simplicity. Assume s ą 0. Choose
arbitrary r such that 0 ă r ă s. This implies, D Borel subsets A0, ¨ ¨ ¨ , Ak such that
nvolMpAiq ě si for i “ 0, ¨ ¨ ¨ , N , and dMpAi, Ajq ą r for i ‰ j. Define

fi : MÑR

x ÞÑmaxt1´
2

r
dMpx,Aiq, 0u

for each i “ 0, ¨ ¨ ¨ , k.

Then fi satisfies the following properties.

(1) fi is 2
r
-Lipschitz and fi P L

2pnvolMq.

(2) ‖∇fi‖ ď 2
r
.

(3) tfiu
k
i“0 is orthogonal, i.e., xfi, fjyL2pnvolMq “ 0.

(4) ‖fi‖2
ě si.

Then by taking L0 “ spantf0, ¨ ¨ ¨ , fku, one obtains

λkpMq “ inf
L

sup
uPLzt0u

Rpuq ď sup
uPL0zt0u

Rpuq.
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For any u P L0zt0u, it can be written as u “ a0f0 ` ¨ ¨ ¨ ` akfk. Hence

‖u‖2
ě a2

0s0 ` ¨ ¨ ¨ ` a
2
ksk ě pa

2
0 ` ¨ ¨ ¨ ` a

2
kq min

i“0,¨¨¨ ,k
si,

and

‖∇u‖2
ď

4

r2
pa2

0 ` ¨ ¨ ¨ ` a
2
kq.

Therefore

Rpuq ď
4

r2 ¨mini si
ñ λkpMq ď

4

r2 ¨mini si
.

�

Theorem 16.8 (Chung-Grigor’yan-Yau). There exists a universal constant c ą 0 satisfy-
ing the following property. Denote pM, µq as a closed connected and weighted Riemannian
manifold. Then

SepppM, µq; s0, ¨ ¨ ¨ , skq ď
c

a

λkpM, µq
¨ max
i“0,¨¨¨ ,k

log
1

si
.

Remark 16.9. Funano pointed out that Theorem 16.8 still holds for weighted compact
connected finite dimensional Alexandrov spaces.

Theorem 16.10. D universal constant c ą 0 satisfying the following property. Let pX,µq
be a weighted compact connected finite dimensional Alexandrov space satisfying CDp0,8q.
Then

SepppX,µq; s0, ¨ ¨ ¨ , slq ď
ck´l`1

a

λkpX,µq
¨ max
i“0,¨¨¨ ,l

log
1

si

for any l ď k.

This theorem arises in an effort to prove the following conjecture.

Conjecture 16.11. λk`1pX,µq ď C ¨ λkpX,µq.

To clarify the theorem, we will recall the definition of Alexandrov space and CDp0,8q
condition.

Definition 16.12 (Alexandrov space). For a complete geodesic space pX, dXq and K P R,
any geodesic triangle ∆px, y, zq with perimeter ď 2DK , where DK “

π?
K

when K ą 0 and

DK “ 8 when K ď 0, has a comparison triangle ∆px̄, ȳ, z̄q in the model space MK such
that dXpx, yq “ dMK

px̄, ȳq, dXpx, zq “ dMK
px̄, z̄q, dXpz, yq “ dMK

pz̄, ȳq. We say pX, dXq is
an Alexandrov space of curvature bounded below by K P R, if for any geodesic triangle
∆px, y, zq and any point w P ry, zs, we have dXpx,wq ě dMK

px̄, w̄q, where w̄ is a point on
the side rȳ, z̄s of the comparison triangle ∆px̄, ȳ, z̄q such that dXpy, wq ě dMK

pȳ, w̄q.

Cheeger has generalized the Laplacian operator to Alexandrov spaces.
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Definition 16.13 (Sturm). Given a metric space X “ pX, dX , µXq and C P R, the curvature
dimension condition CDpC,8q means, for any ν0, ν1 P P2pXq “ pP2pXq, dW,2q, there exists
a minimal geodesic νt : r0, 1s Ñ P2pXq such that

EntµX pνtq ď p1´ tqEntµX pν0q ` tEntµX pν1q ´
C

2
p1´ tqtd2

W,2pν0, ν1q, @t P r0, 1s,

where

Entµν :“

" ş

X
ρ log ρdµ if dν “ ρdµ
8 otherwise

Example 16.14. Let M be a Riemannian manifold. Then

RicM ě C ôM is CDpC,8q.

Example 16.15. An n-dimensional Alexandrov space of curvature bounded below by K
satisfies CDppn´ 1qK,8q.

The following is the key Lemma of proving Theorem 16.10.

Lemma 16.16. Let X be a weighted finite dimensional Alexandrov space of CDp0,8q. If
pX,µq satisfies the follwoing for any s ą 0 and some D ą 0

SepppX,µq; s, ¨ ¨ ¨ , s
l jh n

pk`1q´times

q ď
1

D
¨ log

1

s

then we have

SepppX,µq; s, ¨ ¨ ¨ , s
l jh n

k´times

q ď
c

D
¨ log

1

s

for any s ą 0 with a universal constant c ą 0.

17. Lecture 17. March 25th. Paul Duncan

This lecture followed the first three sections of the expository paper on SLE of Kager and
Nienhuis. This paper also contains useful appendices with background material. Lawler’s
summer school notes are also useful, particularly for examples.

18. Lecture 20. April 8. Mario Gómez

This lecture was based on the paper “Convergence in distribution of random metric measure
spaces (Λ-coalescent measure trees)” by Greven, Pfaffelhauer and Winter
(https://link.springer.com/content/pdf/10.1007%2Fs00440-008-0169-3).
A common theme of recent lectures was using a continuous object to study a discrete random
space. That is how, for example, the Continuum Random Tree emerged from studying loop-
erased or loop-free graphs. A technical device used in these constructions is embedding trees
into `1 and studying convergence within that metric space. This idea inspires the topic of
today’s paper. The authors study convergence of mm-spaces without using this particular
embedding.
The paper achieves this via the Gromov-Prokhorov metric (Definition 5.1). This turns out

https://arxiv.org/abs/math-ph/0312056
http://pi.math.cornell.edu/~cpss/2011/lawler-notes.pdf
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to be a complete and separable metric that metrizes the Gromov-weak topology (Definition
2.8). An important result is Theorem 2, the characterization of pre-compactness. Given a
set of mm-spaces, they informally describe pre-compactness via two conditions. First, the
spaces in the set should put most of its mass in subspaces of a uniformly bounded diameter;
second, the mass of the points that have small mass around them is small. They claim that
the conditions involved in the Theorem are reasonably easy to calculate, and they use them
in Section 4 by an example involving Λ-coalescent trees (this was not covered in lecture).
Notable sections ommited from the lecture are 4, 7, 8, and the appendix. As mentioned
above, Section 4 exemplifies the definitions using trees. Sections 7 and 8 are the technical
details needed to prove Theorem 2. The Appendix studies other metrics that are equivalent
to Gromov-Prokhorov.

19. Lecture 21. April 10. Woojin Kim

See Appendix A.10 for Woojin’s handwritten notes. The main sources for Woojin’s presen-
tation are the following:

‚ “Introduction to Stochastic Processes”, 2nd edition by Gregory F. Lawler: This book
provides an easy introduction to Brownian motions in Rn.

‚ (Results for d “ 2) Cover times for Brownian motion and random walks in two dimen-
sions http://annals.math.princeton.edu/wp-content/uploads/annals-v160-n2-p02.
pdf

‚ (Results for d ě 3) Brownian Motion on Compact Manifolds: Cover Time and Late
Points https://projecteuclid.org/euclid.ejp/1464037588

‚ A Brief Introduction to Brownian Motion on a Riemannian Manifold https://www.

math.kyoto-u.ac.jp/probability/sympo/PSS03abstract.pdf

20. Lecture 23. April 17. Ling Zhou and Zhengchao Wan

The lecture followed Section 9.1, 9.2, 9.3, 9.5 of Metric Measure Geometry by Takashi Shioya,
https://arxiv.org/abs/1410.0428.

21. Lecture 24. April 22nd. Gustavo

See the Appendix A.15 for handwritten notes of the talk (including the Proof of the theorem
we didn’t have time to cover). Here is the list of references used:

‚ “A January 2005 Invitation to Random Groups” by Ollivier.

‚ “Asymptotic invariants of infinite groups” by Gromov.

‚ “Notes on word hyperbolic groups” by Alonso, Brady, Cooper, Ferlini, Lustig, Miha-
lik, Shapiro and Short.

‚ “A sharper threshold for random groups at density one-half” by Duchin, Jankiewicz,
Kilmer, Lelievre, Mackay and Sánchez.

http://annals.math.princeton.edu/wp-content/uploads/annals-v160-n2-p02.pdf
http://annals.math.princeton.edu/wp-content/uploads/annals-v160-n2-p02.pdf
https://projecteuclid.org/euclid.ejp/1464037588
https://www.math.kyoto-u.ac.jp/probability/sympo/PSS03abstract.pdf
https://www.math.kyoto-u.ac.jp/probability/sympo/PSS03abstract.pdf
https://arxiv.org/abs/1410.0428
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Appendix A. Handwritten notes



62 LECTURERS: MATTHEW KAHLE AND FACUNDO MÉMOLI
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LECTURE NOTES FOR MATH 8250 RANDOM METRIC SPACES SPRING 2019. 73



74 LECTURERS: MATTHEW KAHLE AND FACUNDO MÉMOLI
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